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Rethinking Image Forgery Detection and
Localization via Regression Perspective

Li Zhang , Dong Li , Yan Zhong , Jiaying Zhu, Rujing Wang , Xingyu Wu , Xue Wang , and Liu Liu

Abstract—Image Forgery Detection and Localization is rapidly
advancing in the field of computer vision. Most methods locate
forged regions in the form of segmentation and subsequently per-
form detection, facing challenges such as false detections (i.e., FPs)
and inaccurate boundaries. In this work, we suggest rethinking
the Image Forgery Detection and Localization (IFDL) task from a
regression perspective and propose the CatmullRom Splines-based
Regression Network (CSR-Net) to address these issues. Specifically,
we first design an adaptive CutmullRom splines fitting scheme to
predict coarse forged regions. Subsequently, we develop a novel
rescoring mechanism that filters out samples with no response in
both the classification and instance branches to reduce false posi-
tives. Besides, a learnable texture extraction module decouples hor-
izontal and vertical forgery features, extracting more robust con-
tour representations to further refine boundaries and suppress false
detections. Compared to segmentation-based methods our method
is simple but effective due to the unnecessity of post-processing. Ex-
tensive experiments conducted on several challenging benchmarks
demonstrate that our method outperforms state-of-the-art methods
qualitatively and quantitatively. Particularly, CSR-Net achieves
optimal performance on three real-world datasets, indicating the
applicability of our method to real scenarios such as social media
and multi-tampered regions.
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I. INTRODUCTION

THE rise of digital image editing tools has made image
manipulation easy, enabling both creative and malicious

uses. Previously, manipulating images required significant skill,
typically involving copying or deleting objects. However, gener-
ative models now enable realistic, language-driven image edits
that seamlessly integrate forgeries, affecting domains like news,
forensics, and biometric recognition [1], [2]. This has led to a
growing focus on Image Forgery Detection and Localization
(IFDL), which aims to detect image authenticity and locate
forged regions. Recent deep learning advancements have pro-
duced notable methods (Fig. 1), such as PSCC-Net [3] for multi-
scale forgery representation, Objectformer for object-level con-
sistency, and ERMPC [4] for decoupling forged and authentic
features. Despite progress, challenges persist due to the complex
attributes of forged regions and the sophisticated tools used by
forgers to conceal tampered areas.

The first issue is false positives (FPs), which occur when
forgery localization results incorrectly identify authentic re-
gions as tampered. This issue is akin to false alarms in image
segmentation. Conventional segmentation methods often en-
counter such problems due to the binarization process, where
inappropriate thresholds lead to the inclusion of unintended
regions (Fig. 2). Previous approaches have generally prioritized
detecting tampered regions while overlooking the false positive
rate. However, misclassifying authentic regions as tampered can
negatively impact the credibility of digital content, affecting
news sources’ profitability and limiting the progress of forgery
detection techniques.

The second issue is inaccurate boundaries, as shown in
Fig. 1(a). Traditional segmentation methods suffer from in-
consistent mask predictions across decoder layers, leading to
misaligned optimization objectives and weak feature coupling.
Regression-based methods, when applied to IFDL tasks, also
underperform due to their reliance on bounding boxes, which
only localize target regions in a quadrilateral shape. This ap-
proach fails for forged regions with irregular boundaries, as seen
in Fig. 1(b), where regression-based localization uses the mini-
mum bounding quadrilateral as Ground Truth. Furthermore, the
increasing complexity of manipulated images presents further
challenges, as many methods struggle to model the boundaries
of forged regions, often resulting in mixed predictions with other
targets or incompatible backgrounds.
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Fig. 1. The categorization of methods applied to IFDL. Please zoom in for
better visualization.

Fig. 2. The illustration of FPs in traditional segmentation-based methods.

The second issue is inaccurate boundaries, as shown in
Fig. 1(a). Traditional segmentation methods suffer from in-
consistent mask predictions across decoder layers, leading to
misaligned optimization objectives and weak feature coupling.
Regression-based methods, when applied to IFDL tasks, also
underperform due to their reliance on bounding boxes, which
only localize target regions in a quadrilateral shape. This ap-
proach fails for forged regions with irregular boundaries, as seen
in Fig. 1(b), where regression-based localization uses the mini-
mum bounding quadrilateral as Ground Truth. Furthermore, the
increasing complexity of manipulated images presents further
challenges, as many methods struggle to model the boundaries
of forged regions, often resulting in mixed predictions with other
targets or incompatible backgrounds.

In summary, our contributions can be summarized in three
aspects:
� We tailor a CatmullRom Splines-based Regression Net-

work (CSR-Net) to make the first attempt to introduce
regression methods into the pixel-level task (referred to
as IFDL in this paper).

� To suppress false positives and clarify region boundaries,
we propose two complementary components: the Compre-
hensive Re-scoring Algorithm (CRA), which evaluates the
confidence score of each region as a tampered area, and
the Vertical Texture-interactive Perception (VTP), which
refines the accuracy of region boundaries.

� Extensive experiments on several public datasets, includ-
ing natural image and social media datasets, demonstrate

the superiority of our method over state-of-the-art ap-
proaches in IFDL. Notably, our method excels on the
real-world IMD20 dataset, highlighting its effectiveness
in handling forged images in open-world scenarios.

II. RELATED WORK

A. Classic Methods in IFDL

Image Forgery Detection and Localization (IFDL) aims to
detect and pinpoint forged components in digital images. Tra-
ditional methods, such as color filter array analysis [5], photo-
response noise [6], illumination analysis [7], and JPEG arti-
fact detection [8], struggle with complex forgeries or seamless
integrations. Recent approaches utilize local noise features,
frequency domain analysis, and Camera Filter Array [9] anal-
ysis to identify manipulated image regions [10]. For example,
PSCC-Net uses a two-path method for analysis, while Zhuo et al.
introduced a self-adversarial strategy for improved localization.

However, these methods rely on segmentation and predefined
hyperparameters for binarization, limiting further development.

B. Regression Based Methods

Regression-based methods are widely used in computer vision
tasks like object detection and localization [11]. Algorithms such
as Fast R-CNN [12] and Diffusion-Det [13] have evolved to
tackle challenges like false positives in complex 3D scenes, often
using detection frames to handle uneven segmentation [14].
When quadrilateral regions cannot be detected, regression prob-
lems are addressed using parametric curves via interpolation or
approximation spline functions. For example, gesture recogni-
tion uses Bezier curves with constant memory, while B-splines
aid in lane marking detection and 3D regression [15].

This paper introduces a customized Catmull-Rom detection
method for IFDL, emphasizing the significance of optimal pa-
rameter settings. Our findings show that fine-tuning the tension
factor (τ ) enhances model fitting and improves Catmull-Rom
spline characterization, highlighting the value of flexible pa-
rameter adjustment in real-world applications.

III. METHOD

A. CatmullRom Splines Detection

Segmentation-based methods [3] are widely used in Image
Forgery Detection and Localization (IFDL), offering an intuitive
approach by binarizing pixels to classify foreground (forged
regions) and background. However, regression-based methods
have not been fully explored in this area. The challenge lies
in applying regression directly to irregular boundaries, where
parameterized curves are required to describe polygonal regions.
Yet, many existing methods involve complex parameters that
hinder practicality. Recent advances in spline-based methods
for tasks like autonomous driving lane detection, text detection,
and fault detection demonstrate their efficacy. Among them, the
Catmull-Rom spline is a classic interpolation function, well-
suited for parameterizing tampered regions due to its fitting
accuracy and low inference cost.
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Catmull-Rom splines are fitted to irregular boundaries us-
ing cubic interpolation, with tangents calculated from adjacent
points. Variants of Catmull-Rom splines can be adapted to any
shape defined by control points. A key advantage over other
spline functions is that cubic Catmull-Rom splines use only
integer coefficients, reducing implementation cost, and leading
to faster inference and lower computational cost (Flops). Math-
ematically, CatmullRom spline is defined as (1):

ci(t) =

3∑
j=0

bj(t)pi+j , i = 0, 1, . . . , n− 3. (1)

where 0 ≤ t ≤ 1, pi(i = 0, 1, . . . , n− 3;n ≥ 3) are control
points, bj(t) is the basis. For example, it can be expressed by (2)
when the highest power of t in the function bj(t) is 3:

ci(t) =
1

2
· [1 t t2 t3

] ·⎡
⎢⎢⎣

0 2 0 0
−τ 0 τ 0
2τ τ − 6 −2(τ − 3) −τ
−τ 4− τ τ − 4 τ

⎤
⎥⎥⎦ ·

⎡
⎢⎢⎣

pi

pi+1

pi+2

pi+3

⎤
⎥⎥⎦. (2)

CatmullRom spline has a strong polygon fitting ability, thanks
in large part to its adaptive tensile factor (τ ). This is a key
parameter, which is used to control the degree of curvature of
the curve. More specifically, a higher value of the tension factor
will cause the curve to bend more tightly between the control
points, thus fitting closer to the given data points during the
fitting process. Conversely, lower values of the tension factor
will cause the curve to be smoother between the control points.
In this paper, we carefully analyze the distribution of the degree
of curvature of irregular regions in the curvature-oriented forged
region dataset to determine the most suitable catmull curves
for the IFDL task. Intuitively, the conventional CatmullRom
spline (parameter τ=1) is a poor fit for the IFDL task directly,
so we seek to find the right balance between fitting accuracy
and curve smoothness by adjusting τ . Ablation experiments (In
Section IV-D) show that CatmullRom splines can be reliable for
this task when τ is set to 16. It also allows the learned control
points to be closer to the foreground (tampered) area (more
analysis can be seen in ablation experiments in Section IV-D).

After careful selection of the τ (we make it to be 16), we can
transform a polygonal region (in the dataset of the IFDL task, i.e.
the region of the mask) into a region depicted by a CatmullRom
spline interpolation curve expressed by 8 control points. Note
that when the region to be processed is a parallelogram region
with 4 points, two additional control points are introduced. Thus,
we transform the task of localizing a polygonal region into a
regression task of coordinate prediction for multiple control
points.

To learn the coordinates of the control points sufficiently, we
generate the CatmullRom splines ground truths described in the
following paragraph and adopt a similar regression method as
in [16] to regress the targets. For each region instance, we use:

Δx = cix − xmin,Δy = ciy − ymin. (3)

where xmin and ymin represent the minimum x and y values of
the 4 vertexes, respectively. One of the key benefits of estimating
the relative distance is its independence from the location of the
CatmullRom spline control points relative to the image edges.
Within the detection module, the task of learning the x and
y offsets (denoted as Δx and Δy) is efficiently handled by a
single convolutional layer equipped with 16 output channels.
This approach enables the achievement of precise outcomes with
minimal computational overhead.

1) CatmullRom Ground Truth Generation: As we know,
most of the datasets used in IFDL consist of Mask or polygon-
based images (more details can be referred to in the dataset
instruction). To achieve CatmullRom splines-based regression
location, we can simply apply the standard least square method,
as shown in (4).⎡
⎢⎢⎢⎣
p0,3 (t0) · · · p3,3 (t0)
p0,3 (t1) · · · p3,3 (t1)

...
. . .

...
p0,3 (tm) · · · p3,3 (tm)

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎣
cx0

cy0

cx1
cy1

cx2
cy2

cx3
cy3

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎣

Px0
Py0

Px1
Py1

...
...

Pxm
Pym

⎤
⎥⎥⎥⎦

(4)

where m represents the number of annotated points for a curved
boundary, while t is calculated by using the ratio of the cumula-
tive length to the perimeter of the polyline. pi,j can be referred
from (1), and we use Pi represents the new coordinate points
after the transformation. According to (1) and (4), we convert
the original masked annotation to a parameterized CatmullRom
spline. Illustration can be referred from Fig. 4.

Overall, given the annotated points {pi}ni=1 from the curved
boundary where pi represents the i− th annotating point, our
main goal is to obtain the optimal parameters for CatmullRom
splines c(t) in (1).

We give more specific processing algorithms here: in each
tampered region, we first process the edges of the tampered
region to obtain boundary points, and then further transform
these boundary points into the corresponding control points
via CatmullRom splines. We expect the model to regress these
CatmullRom splines control points. The specific processing of
the dataset steps can be concluded as follows:
� Selecting the boundary points of each tampered region;
� Getting the smallest outer rectangle of the region;
� Finding the boundary point with the shortest distance from

the four vertices of the external rectangle, using the L2 −
norm as the distance metric;

� Performing a CatmullRom spline curve control point fitting
solution for the boundary points corresponding to the long
edges of the smallest outer rectangle, with the starting
boundary point originating from the previous step;

� The CatmullRom control points of the dataset are obtained
as Ground Truth.

In order to present the contribution of this section more clearly,
we summarize the contribution of CatmullRom splines Detec-
tion as follows: 1) Enhanced Shape Optimization. We extend
Catmull-Rom splines for boundary fitting by varying tensile
factors, improving accuracy in complex IFDL tasks—a key in-
novation in our work. 2) Application to Regression. We develop
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Fig. 3. Overall of our proposed CSR-Net. The top part is our pipeline.

Fig. 4. An example of Cubic CatmullRom splines. Note that with only two
end-points c1 and c5 the CatmullRom spline degenerates to a straight line.

a novel method using Catmull-Rom splines in regression tasks,
predicting control points for precise boundary delineation and
enhanced target localization. 3) Polygon-to-Spline Conversion.
We present a technique for converting polygon-based bound-
aries to Catmull-Rom spline control points, crucial for accurate
boundary representation in pixel-based IFDL tasks.

B. Comprehensive Re-Scoring Algorithm

First, let us briefly review the classic Mask R-CNN algorithm:
During inference, the top-k (e.g., 1000) predicted bounding
boxes after sorting (based on classification confidence) are sub-
jected to standard NMS processing, and the top-M (e.g., 300)
bounding boxes with the highest classification confidence are
retained. These bounding boxes are provided to mask R-CNN
as suggestions for generating predicted instance mappings. The
core idea of the method is to consider the classification confi-
dence of the resulting bounding box as a score, and then a pre-set
threshold to filter out background boxes. However, even with
progress, when a horizontal bounding box contains an instance
of a clearly incompatible region, it is accompanied by a large
amount of background information, and Mask R-CNN often
filters out such low-scoring true positives, and, as a contrast,
retains some confidence FPs. Based on the above observations,
we perform a re-assignment of scores for each instance. In

concrete terms, the comprehensive score of region instance is
composed of two parts: classification score (CLS) and instance
score (INS). Mathematically, the comprehensive score for the
i−th proposal, given the predicted n-class scores CLS = {sclsij |
j ∈ [0, . . . , n− 1]} and INS = {sinsij | j ∈ [0, . . . , n− 1]} is
computed via the customized softmax function (5).

sij =
es

cls
ij +sins

ij∑n−1
l=0 es

cls
il +sins

il

. (5)

In IFDL, our target is to strictly distinguish between tam-
pered (foreground) and authentic (background) regions in a
suspicious image, which is obviously a pixel binary classifi-
cation task (n is set to 2). In other words, the scores for the
foreground class are our main concern. To be more specific, CLS
is derived from a classification arm that parallels the architecture
of Mask R-CNN. Meanwhile, INS represents the activation
levels of the individual region instances within the holistic region
segmentation map. For each instance, this score is mapped onto
the corresponding tampered region segmentation map, denoted
as Pi = {p1i , p2i . . . pni }. The average of Pi over the area of the
region instance can be expressed as:

sinsi1 =

∑
j p

j
i

N
. (6)

wherePi refers to the collection of pixel values corresponding to
the i-th region instance within the region segmentation map. The
classification score is harmoniously combined with the instance
score to yield a holistic score that serves to mitigate the false
positive (FP) confidence in real-world applications. In practice,
following a similar strategy to that used in Mask R-CNN, we
retain regions where both the classification score and the in-
stance score exceed a threshold of 0.5. The re-scoring algorithm
ensures that only regions with sufficiently high confidence in
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Fig. 5. Diagrams of Sobel layer, used in VTP for enhancing edge-related
patterns and manipulation edge detection.

both classification and instance-level detection are considered
as the forgery region. Overall, this approach is effective as false
positives typically exhibit a less intense response compared to
the regions represented on the segmentation map.

C. Vertical Texture-Interactive Perception

Traditional edge detection operators, such as Sobel, Roberts,
and Prewitt, play a crucial role in extracting handcrafted features
for natural image processing tasks. However, a notable limitation
lies in their static nature, as they are unable to adapt dynamically
to the specific requirements of a given task. Building upon the
insights from [17], we integrate an adaptive edge detection
operator into our model, termed the Sobel layer (refer to Fig. 5).
To enhance the modeling of tampered area boundaries, we
incorporate Vertical Texture-interactive Perception (VTP) into
our network. In VTP, the tampered region is represented by a set
of contour points. These points, characterized by robust texture
features, enable precise localization of tampered regions with
arbitrary shapes.

The VTP architecture encompasses two essential parallel
branches. In the upper branch, a convolutional kernel of size
1× k traverses the feature maps, capturing local texture in-
formation along the horizontal axis. This approach emphasizes
texture characteristics within a k-range region, demonstrating its
efficacy in our preliminary experiments. Notably, this technique
proves to be both straightforward and resource-efficient, con-
tributing to its practical utility. Similarly, the lower branch adopts
a comparable approach to model texture characteristics, but in
the vertical direction. Here, a convolutional kernel with dimen-
sions k × 1 is employed, with the hyper-parameter k regulating
the receptive field size for texture characteristics. In our practical
experiments, we set k = 3 for optimal results. Subsequently, the
normalization of heatmaps to the [0, 1] range in both horizontal
and vertical directions is achieved through the incorporation
of two separate sigmoid layers. This process facilitates the
detection of tampered regions along two orthogonal directions,
leading to the representation of these regions using contour
points in distinct heatmaps. Each heatmap selectively responds
to texture characteristics specific to its designated direction.

To mitigate the impact of false positive predictions, an
additional refinement is applied using the Point Re-scoring

Algorithm on the two heatmaps generated by VTP. Specifically,
points within different heatmaps undergo Non-Maximum Sup-
pression (NMS) to obtain a refined representation. To further
suppress predictions characterized by strong unidirectional re-
sponses or weakly orthogonal responses, only points exhibiting
distinct responses in both heatmaps are retained as candidates.
Subsequently, the tampered region is accurately delineated by a
polygon formed by these high-quality contour points.

D. Optimization

As described above, our network includes multi-task. There-
fore, we calculate the loss function for the following compo-
nents:

L = Lrpn + λ1 · Lcls + λ2 · Lmask + λ3 · Lgts + λ4 · LCR.
(7)

where λ1, λ2, λ3, λ4 are set to be 0.3, 0.2, 0.2, 0.4, respectively
in practical experiments. Lrpn, Lcls and Lmask are the standard
loss derived from Mask R-CNN. The Lgts is used to optimize
tampered region detection, defined as:

Lgts =
1

N

∑
i

− log

(
epi∑
j e

pj

)
. (8)

The Lgts is Softmax loss, where p is the output prediction of
the network.

The LCR is used to optimize the fit of CatmullRom spline
detection, defined as:

LCR = Lctr + Lbias. (9)

The Lctr and Lbias are all FCOS loss [18]. The former is used
to optimize distance loss from the center of CatmullRom control
points, while the offset distance of these control points from the
center is constrained by the latter.

IV. EXPERIMENT

A. Experimental Setup

Pre-training Data: We create a sizable image tampering
dataset and use it to pre-train our model. This dataset includes
three categories: 1) splicing, 2) copy-move, and 3) removal. Our
process on this dataset can be the following:

For splicing, we use the MS COCO [19] to generate spliced
images. We adopt the same transformation as [20], including the
scale, rotation, shift, and luminance changes. Since the spliced
region is not always an object, we create random outlines using
the curves and fill them to create splicing masks. For copy-move,
the datasets from MS COCO and [21] are adopted. For removal,
we adopt the SOTA inpainting method [22] to fill one annotated
region that is randomly removed from each chosen MS COCO
image. We randomly add Gaussian noise or apply the JPEG
compression algorithm to the generated data to resemble the
visual quality of images in realistic scenarios.

We compile a substantial image tampering dataset to pre-train
our model, encompassing three distinct categories: 1) splicing,
2) copy-move, and 3) removal. Our dataset processing involves
the following steps:

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: HEFEI UNIVERSITY OF TECHNOLOGY. Downloaded on March 22,2025 at 02:42:52 UTC from IEEE Xplore.  Restrictions apply. 



6 IEEE TRANSACTIONS ON EMERGING TOPICS IN COMPUTATIONAL INTELLIGENCE

� For splicing, MS COCO [19] serves as the source for gen-
erating spliced images. Employing transformations akin to
those outlined in [20], such as scale, rotation, shift, and
luminance changes, we create spliced masks by generating
random outlines, recognizing that the spliced region may
not always represent a distinct object.

� Copy-move scenarios are addressed by utilizing datasets
from both MS COCO and [21].

� Removal instances involve applying a state-of-the-art in-
painting method [22] to fill in randomly removed annotated
regions from selected MS COCO images.

� To simulate realistic visual scenarios, we introduce ran-
domness to the generated data by adding Gaussian noise
or applying the JPEG compression algorithm, aligning with
the visual quality typical of real-world images.

Testing Datasets: Following [23], [24], we evaluate our model
on CASIA [25], Columbia [26], NIST16 [27], COVER [28]
and Openforensics [29]. Here is a more detailed introduction of
this dataset.

CASIA is proposed to evaluate the authenticity and integrity
of digital images. Fixed-size tampered images that make up the
database v1.0, which are generated only by using crop-and-paste
operation under Adobe Photoshop. While the database v2.0 is
more comprehensive and challenging due to the post-processing
applied in most tampered examples.

Columbia shares 180 tampered images manipulated only by
splicing, which mainly focuses on uncompressed images.

NIST16 is a high-quality and challenging dataset. All three
tampering techniques(copy-move, splicing, and removal) are
included. This dataset focuses on evaluating the performance of
algorithms for detecting and localizing image forgery in various
image formats (PEG, TIFF, PNG, and BMP).

COVER was created in collaboration between Stanford Uni-
versity and Princeton University. In this dataset, There are 100
forged images which are all edited by copy-move.

OpenForensics is tampered by deep generative models
(DGMs), OpenForensics contains 18895 tampered images of
several facial images, generated via GAN and incorporating both
genuine and tampered facial images in the latter category.

Besides, to further ensure the generalization of the method,
a public Real-World IFL (RIFL) dataset [30] named MTRL
(Multi-Tampered-Region Localization) is specifically intro-
duced for training and testing. In RIFL, a mixture of multiple,
carefully designed tampering patterns(including copy-move,
splicing, and removal) appears in different locations on the
same image. Meanwhile, some classical means of processing
digital images for social media are imposed on this dataset,
including Compression (various algorithms such as JPEG and
PNG), Cropping(crop user-uploaded images into different sizes
to fit different devices), Adjusting brightness and contrast(make
images more vivid and bright), Removing metadata(remove
metadata to protect user privacy and reduce file size). These
modifications make RIFL a more challenging dataset. More
details can be seen in Table I. Note that, we utilize RIFL22 [30]
for training and RIFL21 [30] for testing.

Evaluation Metrics To quantify the localization perfor-
mance, following previous works [24], we use pixel-level Area

TABLE I
THE DATASETS INVOLVED IN OUR EXPERIMENTS

Under Curve (AUC) and F1 score on manipulation masks. Since
binary masks are required to compute F1 scores, we adopt the
Equal Error Rate (EER) threshold to binarize them.

Implementation Details: Specifically, we set the batch size
to 4 for each dataset, with a crop size of 512 × 512. The
model is optimized using the Stochastic Gradient Descent (SGD)
optimizer, following a poly learning rate schedule with an initial
learning rate of 0.007, momentum of 0.9, and a weight de-
cay of 5e-4. Our model is trained end-to-end, without staged
pre-training of individual components, for a maximum of 200
epochs. Additionally, the total loss is backpropagated as a whole.
All hyperparameters remain fixed during evaluation.

B. Comparison With the SOTA Methods

Following classic methods [23], [24], our model is compared
with other state-of-the-art tampering localization methods under
two settings: 1) training on the synthetic dataset and evaluating
the full test datasets, and 2) fine-tuning the pre-trained model
on the training split of test datasets and evaluating on their test
split. The pre-trained model will demonstrate each method’s
generalizability, and the fine-tuned model will demonstrate how
well each method performs locally once the domain discrepancy
has been significantly reduced.

Aligned with classical approaches [23], [24], our model
undergoes comprehensive comparisons with leading tampering
localization methods in two distinct scenarios: Initial evaluation
involves training on a synthetic dataset and subsequently assess-
ing performance on complete test datasets. Further investigation
includes fine-tuning the pre-trained model on the training split
of test datasets, followed by evaluation on their respective test
splits. The pre-trained model serves to showcase each method’s
generalizability, while the fine-tuned model elucidates the local
performance of each method after a substantial reduction of
domain discrepancies.

Pre-trained Model: Table II shows the localization perfor-
mance of pre-trained models for different SOTA methods on
five datasets under pixel-level AUC. Our CSR-Net achieves the
best localization performance on Coverage, CASIA, NIST16
and IMD20, ranking third on Columbia. Especially, It achieves
94.3% on the copy-move dataset (COVER), whose image
forgery regions are indistinguishable from the background. This
validates our model owns the superior ability to suppress the FPs
and generates more accurate edges. Yet, we fail to achieve the
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Fig. 6. Visualization of the predicted manipulation mask by different methods. From left to right, we show forged images, predictions of ManTra-Net, SPAN,
PSCCNet, TruFor, Ours and GT masks.

TABLE II
COMPARISONS OF MANIPULATION LOCALIZATION AUC (%) SCORES OF

DIFFERENT PRE-TRAINED MODELS

best performance on Columbia, with a gap of 1.4 % AUC score
lower than that of PSCCNet. We conjecture that the explanation
may be the distribution of their synthesized training data closely
resembles that of the Columbia dataset. This is further supported
by the results in Table III, which shows that CSR-Net performs
better than PSCCNet in terms of both AUC and F1 scores.
Furthermore, it is worth pointing out that we achieve decent
results with less pre-training data.

Fine-tuned Model: The pre-trained model’s network weights
serve as the initial parameters for fine-tuning on the training
splits of the Coverage, CASIA, and NIST16 datasets. Con-
cretely, following the setting from [21], [37], [39], we fine-tune

TABLE III
COMPARISON OF MANIPULATION LOCALIZATION RESULTS USING FINE-TUNED

MODELS

our model on the training splits of four standard benchmarks
after initial training on synthetic data. For NIST16 and Coverage,
we use the exact splits provided by RGB-N [39]. For CASIA, we
utilize CASIAv2 for training and CASIAv1 for testing, as spec-
ified in RGB-N [39]. The stopping criteria for fine-tuning are
as follows: For NIST16 and Coverage, we use cross-validation
instead of a fixed validation set due to the limited size of the
training splits. For CASIA, we randomly sample 300 images
from the training split to create a validation set. The model with
the highest validation AUC score is selected for evaluation on
the test set. It is important to note that the pre-trained feature
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Fig. 7. Visualization of heatmap. From left to right, they are (a) forgery images (input); (b) the output feature maps of CatmullRom splines-based method;
(c) the input feature maps of CRA; (d) the fusion feature maps of VTP; (e) the predicted masks; (f) the corresponding ground truth masks.

extractor performs optimally on images of the original size. The
performance of various methods’ fine-tuned models is assessed,
as detailed in Table III. Notably, our model demonstrates sub-
stantial improvements in AUC and F1 metrics. It can be seen
that our method achieved 94.2% AUC and 75.3% F1-score (i.e.,
81.3% precision and 70.1% recall), which surpassed the baseline
model J-LSTM with a larger advantage (31.0% precision, 16.2%
recall). It is noted that J-LSTM achieved only 59.1% F1-score
with 63.4% precision and 55.3% recall. This underscores the
efficacy of the CRA module in effectively mitigating false pos-
itive instances and enhancing the precision of predicted region
locations and boundaries by VTP.

Upon synthesizing the information presented in Tables II and
III, our methodology convincingly demonstrates the effective-
ness of incorporating regression techniques for pixel-level tasks,
aligning with the expectations outlined in Section I.

C. Visualization Results

Qualitative Results: Fig. 6 presents predicted forgery masks
from various methods. Due to the unavailability of Object-
Former’s source code [23], its predictions are not included. Our
CSR-Net outperforms state-of-the-art methods, reducing false
positives and more accurately delineating tampered regions.
This improvement is attributed to the Comprehensive Re-scoring
Algorithm (CRA), which identifies subtle differences between
tampered and authentic areas, and Vertical Texture-Interactive
Perception (VTP), which models texture boundaries to pre-
cisely depict target regions. Image forgeries commonly occur in
political propaganda, evidence tampering, product promotion,
internet fraud, special effects, and espionage, with social media
being a major platform. Fig. 10 shows that our method maintains
superior performance on a social media dataset.

Visualization of Feature Maps: In order to show our pipeline
more clearly, visualization of feature maps is shown in Fig. 7.
From left to right, they are (a) forgery images (input); (b) the
output feature maps of the CatmullRom splines-based method;

Fig. 8. L2 distance with different value of τ . We show the results through the
format of “dataset/label”, for example, RIFL21/Mask-level means the average
distance of control points in RIFL21 from the Ground Truth with Mask-level.

(c) the input feature maps of CRA; (d) the fusion feature maps
of VTP; (e) the predicted masks; (f) the corresponding ground
truth masks.

D. Ablation Analysis

In this section, we conduct ablation experiments to demon-
strate the effectiveness of our proposed method CSR-Net.

Impact on each module: Formally, we introduce Catmull-
Rom Splines-based Regression (CSR) to enhance the precision
in delineating tampered regions, surpassing the capabilities of
traditional regression methods. The Comprehensive Re-scoring
Algorithm (CRA) is designed to select regions with not only
high classification scores but also superior instance scores.
Concurrently, Vertical Texture-Interactive Perception (VTP) is
employed to model horizontal and vertical texture features, re-
fining the target region. To assess the efficacy of CSR, CRA, and
VTP, each component is individually removed, and the resulting
impact on forgery localization performance is evaluated on the
CASIA and NIST16 datasets. Quantitative results are presented
in Table IV. The baseline (I) represents the utilization of the
traditional regression method [40]. Ablation experiments reveal
a 1.9% decrease in F1 scores on CASIA and a 1.7% decrease on
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Fig. 9. Visualization of the results by different splines-based regression.

TABLE IV
ABLATION RESULTS ON CASIA AND NIST16 DATASET USING DIFFERENT

VARIANTS OF CSR-NET

NIST16 when VTP is omitted. In the absence of CRA, there is a
more pronounced decrease in AUC scores, particularly observed
in (IV). Notably, when CRA is excluded, a substantial perfor-
mance degradation is evident in (II), with a 12.3% decrease in
AUC and an 11.2% decrease in F1 on CASIA.

Value of τ : In Fig. 8, diverse values of the parameter τ in
CatmullRom Ground Truth Generation are depicted to assess
their impact on prediction outcomes across two distinct datasets:
the natural image dataset (CASIA) and the social media dataset
(RIFL21). Observably, as τ incrementally rises, the Euclidean
distance between the fitted CatmullRom control points and the
Ground Truth with mask-level in various datasets progressively
diminishes, indicating an improved fit. However, once τ sur-
passes 16, there is an evident tendency for the Euclidean distance
to increase, suggesting a diminishing fitting effect. Conclusively,
selecting τ = 16 emerges as an optimal choice for generating
CatmullRom-based Ground Truth that aligns well with the data
characteristics.

Different splines-based Regression: Interpolation functions
like Catmull-Rom splines and Bezier curves are crucial in var-
ious applications. Catmull-Rom splines interpolate data points
through nodes, while Bezier curves approximate them. In Image
Forgery Detection and Localization (IFDL), datasets with varied
shapes, such as those from natural images and social media,

TABLE V
ABLATION EXPERIMENTS

benefit from Catmull-Rom splines, which outperform Bezier
curves in handling diverse curvatures (Fig. 11). We also incorpo-
rate B-splines into Image Forgery Localization (IFL), which are
widely used in curve and surface modeling. Our method excels
in locality and fitting by enabling precise local adjustments to
curve shapes without altering the entire curve. Results are shown
in Fig. 11.

Different Backbones: To evaluate the impact of different
backbone networks on model performance, we conducted ab-
lation experiments. Our state-of-the-art (SOTA) model utilizes
ResNet-50 as the backbone network and was compared with
models employing MobileNet and ShuffleNet. As shown in
Table V (Top), ResNet-50 outperformed the other backbones,
achieving an AUC of 90.4 and an F1 score of 58.6 on the CASIA
dataset. In contrast, the baseline model using MobileNet showed
a decrease of 2.8 and 0.8 percentage points in AUC and F1 score,
respectively.

Different Thresholds: To evaluate the impact of different
thresholds, we conducted ablation experiments. We can con-
clude that when the threshold is set to 0.5, we achieve optimal
performance. Initially, our model employs a sigmoid activation
function in its final layer, which yields outputs between 0 and 1.
This feature is particularly beneficial for binary classification
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Fig. 10. Visualization of the predicted manipulation mask by different methods on Rifl21. From left to right, we show forged images, predictions of ManTra-Net,
SPAN, PSCCNet, TruFor, Ours and GT masks. It is noted that our method maintains competitive performance, performs better against false positives and misses
among the methods, and keeps almost the same pace as GT.
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Fig. 11. Qualitative results against Gaussian blur and JPEG compression.

tasks, such as identifying manipulated images. The sigmoid
function’s crossing point at 0.5 offers a natural threshold for
binary classification.

E. Robustness Evaluation

In this section, we apply different image distortion methods
followed by SPAN [24] on raw images from NIST16. Several
distortions types are included: 1) image scaling with different
scales (Resize), 2) applying Gaussian blur with kernel size k
(GSBlur), 3) Gaussian noise with a standard deviation and σ
(GSNoise), 4) performing JPEG compression with quality factor
q (JPEGComp). Also, we offer a mixed version (Mixed) of
the aforementioned distortions, where the resizing scale, kernel
size k, standard deviation, and quality factor q are all randomly
chosen from the intervals [0.25, 0.78], [3, 15], [3, 15], and [50,
100], respectively. The robustness study results are displayed
in Table VI. Under all distortions, our CSR-Net is more robust
than the SPAN and the HP-FCN. It is noted that when posting
photographs to social media, resizing is frequently done. Our
model performs significantly better on compressed images than
other methods, which mainly attributes the improvement to VTP
through fine-grained texture modeling.

Gaussian Blur: Going further, we apply Gaussian blur to
each test image in CASIA following [24]. The qualitative results
under different degradations are shown in Fig. 11 (Top), we set
the Gaussian blur kernel size to be 5 × 5, 11 × 11, 17 × 17,
and 23 × 23 respectively. Note that 17 × 17 belongs to a higher
degradation level in real social media, and our method can still
maintain accurate localization performance.

TABLE VI
LOCALIZATION PERFORMANCE ON NIST16 DATASET UNDER VARIOUS

DISTORTIONS

JPEG Compression: From Table VI, we can infer that our
model has better robustness than the SOTA method Object-
Former. However, these degradations still significantly affect the
performance in some cases. We all know that there are various
degradations in real social media, especially JPEG compression,
which will bring greater challenges to the IFDL task. Qualitative
results can be seen in Fig. 11 (down). It can be seen that our
method has good resistance to JEPG compression. Note that
JPEG compression is usually found in social media, we chose
the RIFL dataset for evaluation.

V. CONCLUSION

This paper presents the Catmull-Rom Splines-based Regres-
sion Network (CSR-Net) for Image Forgery Detection and Lo-
calization (IFDL), which moves beyond traditional bounding
box-based detection by integrating the Catmull-Rom fitting tech-
nique for contour modeling of target regions. This approach en-
hances the precision and efficiency of tampered region localiza-
tion at the pixel level. To address false positives (FPs), we intro-
duce the Comprehensive Re-scoring Algorithm (CRA), which
filters tampered regions based on classification and instance
scores. Additionally, the Vertical Texture-Interactive Perception
(VTP) module is proposed for refined edge detection. CSR-Net
demonstrates minimal false positives and precise localization,
outperforming state-of-the-art methods across both natural im-
age and social media datasets in extensive experiments.
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