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Distilling Textual Priors from LLM to Efficient Image Fusion
Ran Zhang, Xuanhua He, Ke Cao, Liu Liu,

Li Zhang, Man Zhou, Jie Zhang, Dan Guo and Meng Wang Fellow, IEEE

Abstract—Multi-modality image fusion aims to synthesize a
single, comprehensive image from multiple source inputs. Tra-
ditional approaches, such as CNNs and GANs, offer efficiency
but struggle to handle low-quality or complex inputs. Recent
advances in text-guided methods leverage large model priors
to overcome these limitations, but at the cost of significant
computational overhead, both in memory and inference time.
To address this challenge, we propose a novel framework for
distilling large model priors, eliminating the need for text guid-
ance during inference while dramatically reducing model size.
Our framework utilizes a teacher-student architecture, where the
teacher network incorporates large model priors and transfers
this knowledge to a smaller student network via a tailored
distillation process. Crucially, our experiments demonstrate that
this knowledge transfer is the primary driver of performance
gains, rather than mere architectural optimization. Additionally,
we introduce a spatial-channel cross-fusion module to enhance
the model’s ability to leverage textual priors across both spatial
and channel dimensions. Our method achieves a favorable trade-
off between computational efficiency and fusion quality. The
distilled network, requiring only 10% of the parameters and
inference time of the teacher network, retains 90% of its
performance and outperforms existing SOTA methods. Extensive
experiments demonstrate the effectiveness of our approach.
Codes are available at https://github.com/Zirconium233/DTPF

Index Terms—Image Fusion, Knowledge Distillation, Large
Language Models, Multi-modality Learning.

I. INTRODUCTION

IMAGE fusion plays an important role in visual enhance-
ment within digital image processing. For example, visible-

infrared image fusion combines color-based details from
visible images, which are easily interpretable by humans,
with radiation-based features from infrared images, which are
highly effective for target detection and operations under low-
light conditions. By integrating complementary information
from both modalities, this fusion method produces high-
quality images that enhance both human visual interpretation
and machine-based detection performance. This work also
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Fig. 1. Overview of different image fusion methods and their parameter
efficiency. (1) Traditional methods use small fusion networks. (2) Text-guided
methods significantly increasing computational demands with performance
improvements. (3) Our proposed method leverages text-guided training and
knowledge distillation to create a distilled network that achieves high-quality
fused images without relying on LLMs during inference.

shares similarities with pan-sharpening, a multi-modal image
fusion task that has been extensively explored in this journal
through various lenses, including universal Transformer archi-
tectures [1], semantic-aware fusion [2], and frequency domain
analysis, as explored in recent studies such as [3].

During the imaging process, environmental and device-
related constraints often degrade the quality of source images.
Visible images may suffer from low resolution, while infrared
images are prone to various noise types. Traditional fusion
methods, including FusionGAN [4], U2Fusion [5], and Swin-
Fusion [6], fuse source images, often with a weak semantic
understanding of the scene, without effectively distinguishing
between degraded information and meaningful image content,
leading to suboptimal performance. Some approaches [7]
mitigate these issues by relying on manual pre-processing to
enhance source images, but their flexibility is limited. Re-
cently, text-guided methods, such as TextFusion [8] and Text-
IF [9], have emerged as a promising solution by introducing
high-level semantic priors to address these challenges. These
methods leverage the capabilities of multimodal large language
models (MLLMs) to generate text captions or degradation
descriptions (e.g., low light) for source images, enabling the
model to adaptively distinguish image content from degrada-
tion and enhance image quality. By integrating these priors, the
model gains enhanced semantic understanding of the image
content, which effectively promotes the fusion processes.
For instance, Text-IF utilizes MLLMs [10] to generate task
lists and incorporates CLIP [11] to guide the fusion process
based on these descriptions. Similarly, TextFusion [8] employs

https://github.com/Zirconium233/DTPF
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text-based interactions to build models capable of focusing
on specific image elements, such as emphasizing trees over
people, based on captions generated by LLMs or human input.

Despite their advantages, incorporating LLMs into the fu-
sion workflow introduces significant resource overhead. In
most cases, users aim to fuse images for downstream tasks
such as detection or segmentation, without the need for ex-
tensive interaction. LLMs dramatically increase computational
demands, often occupying ten to thousands of times more
resources than the fusion module itself. Even CLIP, a relatively
lightweight vision-language model, requires approximately
five times the parameters of the fusion module, creating a
significant deployment bottleneck. This computational cost
makes LLMs disproportionate to the task. Moreover, due to
the limitations in the quality and quantity of datasets, the
performance gains from integrating large models are marginal
compared to the significant decrease in efficiency. Thus, we
seek a method that enables the model to perform degradation-
aware fusion and enhances semantic understanding without
relying on large-scale models during inference.

In response to these issues, we propose a large-model prior
distillation framework that eliminates the need for text guid-
ance during inference while significantly reducing model size,
as shown in Fig. 1. Our framework employs a teacher-student
architecture, where the teacher network integrates MLLM
priors to learn a set of powerful, semantically-aware fusion
behaviors. To fully exploit textual priors across both spatial
and channel dimensions, we introduce a spatial-channel cross-
fusion module (SCFM). A specially tailored prior distillation
loss is then used to transfer textual knowledge from both
feature and output perspectives, enabling the student network
to mimic the teacher’s feature processing without requiring
textual inputs. This knowledge transfer is the key to our
method’s success, allowing a compact network to achieve
performance unattainable through architectural optimization
alone. By leveraging this approach, our method achieves a
90% reduction in model size (excluding CLIP, which alone
requires five times the parameters of the original fusion mod-
ule) while retaining 90% of the teacher model’s performance.

Our contributions are summarized as follows:

• We propose a novel teacher-student framework to distill
textual information from MLLMs, effectively embed-
ding their semantic priors into an efficient network, and
enhance the image fusion process without interfering
with inference. A tailored prior distillation loss transfers
knowledge from the teacher network to the student,
enabling the student network to internalize textual infor-
mation while reducing model size.

• We introduce a spatial-channel cross-fusion module to
fully exploit textual information across both spatial and
channel dimensions, improving the model’s ability to
leverage textual priors.

• Extensive experiments on multiple datasets demonstrate
that our method achieves state-of-the-art (SOTA) perfor-
mance. Ablation studies further validate the effectiveness
of our approach, highlighting its ability to achieve an op-
timal balance between efficiency and performance while

providing valuable insights into model compression and
the utilization of prior information.

II. RELATED WORKS

Image fusion has been a well-explored research area, and
significant progress has been achieved with the advancements
in deep learning. Early methods primarily utilized CNNs [5]
to fuse images from different modalities. Subsequently, gener-
ative models [4], [12] and Transformer-based approaches [6],
[13] were introduced to enhance fusion quality. Addition-
ally, high-level vision tasks, such as object detection, have
been incorporated to guide the fusion process [14]. How-
ever, these methods often overlook the degradation present
in source images, resulting in suboptimal performance. To
address this limitation, recent works, such as Text-IF [9]
and Text-Fusion [8], leverage large model priors to achieve
degradation-aware fusion. While effective, these approaches
introduce substantial computational overhead, limiting their
practicality for real-world applications.

Knowledge distillation has gained prominence as a strategy
for compressing deep neural networks by transferring knowl-
edge from a large “teacher” model to a smaller “student”
model. This approach was initially popularized for reducing
the computational overhead of deploying models on resource-
constrained devices [15]. Distillation techniques include output
softening, where the student mimics the probability distribu-
tion of the teacher, and intermediate-layer guidance, which
aligns feature representations [16]. In multimodal domains,
KD has enabled efficient training of smaller models for tasks
involving text and vision, such as CLIP distillation [17]. No-
tably, KD has been explored in text-guided image generation
and fusion, where computationally heavy models like Stable
Diffusion serve as teachers for lightweight networks [18].
However, the distillation of semantic priors from LLMs and
multimodal models in the domain of image fusion remains an
open problem.

Large Vision-Language Models in Image Processing
The advent of Large Language Models (LLMs) and Large
Vision-Language Models (VLMs) has catalyzed a paradigm
shift in computer vision. Models like CLIP [11] demonstrated
the power of learning transferable visual representations from
natural language supervision. This has been extended by nu-
merous powerful VLMs, such as the GPT series [19], LLaVA,
and Qwen-VL [10], [20], [21], which can perform complex
reasoning and generate detailed textual descriptions of visual
content. In image fusion, these models offer a unique opportu-
nity to guide the process with high-level semantic priors. As
pioneering work, Text-IF [9] leverages VLM-generated text
to make the fusion process degradation-aware and interactive.
However, this comes at a significant computational cost. In this
work, we select Qwen-VL as our primary teacher model due
to its strong open-source availability, versatile vision-language
capabilities, and its proficiency in generating detailed, relevant
descriptions for image fusion tasks, as we will demonstrate in
our experiments. Our framework aims to distill this powerful
but expensive textual guidance into an efficient network, a
direction that remains underexplored.
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Fig. 2. Overview of our text-guided image fusion framework. The architecture consists of three main components: (1) Text Guidance Module that leverages
LLMs and CLIP to generate semantic guidance; (2) Encoder that processes visible and infrared inputs through dual-stream transformers with TSAB and SSAB
blocks, followed by cross-modal fusion; (3) Decoder and Refinement that progressively reconstructs the fused image with text-guided feature modulation. The
full architecture represents the teacher network used during training. The distilled student network shares the same core structure but excludes the gray-shaded
components (Text Guidance Module and text feature guidance), and operates with reduced channel dimensions.

III. METHOD

A. Framework

Traditional image fusion methods formulate the task as
mapping two source images (e.g., Ivis, Iir) to a fused output
If through a fusion network Φ(.):

If = Φ(Ivis, Iir) (1)

Text-guided methods enhance this process by incorporating
additional textual input, generated by large language models
and encoded by CLIP to produce T. The fused image If is
then generated using T as guidance:

If = Φ(Ivis, Iir,T) (2)

However, the computational cost of LLMs and CLIP is
substantial. To mitigate this, we propose a prior distillation
framework consisting of a text-guided teacher network Φt and
its distilled student network Φs. During training, Φt utilizes
textual information from MLLMs, which is then transferred to
Φs through our tailored prior distillation loss. Since semantic
information is encoded across both spatial and channel dimen-
sions, we introduce spatial-channel cross fusion blocks within
the network. As illustrated in Fig. 2, this framework enables
the student network to internalize textual information while
significantly reducing model size. Both networks share similar
structural blocks such as dual-stream encoder, spatial-channel
cross fusion module, decoder and refinement module, with the
student network being more compact.

B. Network Architecture

Our framework consists of two main components: a text-
guided teacher network and a lightweight student network. The
teacher network serves as a proxy, leveraging priors from the
LLM and transferring this information to the student network
in the form of features. The student network mimics the
feature processing of the teacher, thus acquiring the semantic
knowledge indirectly from the LLM. This enables the student
network to maintain a small model size while being adaptive
to image degradation, without requiring direct text input.

1) Text-Guided Teacher Network: The teacher network
adopts a hierarchical structure with four levels of feature pro-
cessing. Given its critical role in leveraging textual priors, the
core operator aims to effectively model features in spatial and
channel dimensions [22]. Additionally, we introduce spatial-
channel cross fusion blocks as the core operator, enabling the
exploration of correlations between spatial and channel dimen-
sions. Text information is fused through the sequential feature
modulation, ensuring effective integration of textual priors.
This network is organized into three primary components:

1) Dual-Stream Encoder: Processes visible and infrared
inputs through parallel branches, each consisting of overlapped
patch embedding layers and spatial and channel self-attention
blocks. The hierarchical feature transformation at level l is
expressed as:

F i
l = Fn ◦ Fn−1 ◦ · · · ◦ F1(F

i
l−1) (3)

where Fk represents the k-th spatial-channel self-attention
block for modality i ∈ {vis, ir}, and ◦ denotes func-



4

tion composition. Each block integrates sequential Windowed
Self-Attention Blocks (SSAB) and Transposed Self-Attention
Blocks (TSAB) for comprehensive feature encoding:

SSAB(F) = F+ LN(MHAs(F)) (4)

TSAB(F) = F+ LN(MHAc(F)) (5)

Here, MHAc(.) and MHAs(.) denote multi-head attention
mechanisms for channel and spatial dimensions [23], [24],
respectively, and LN represents layer normalization.

2) Spatial-Channel Cross Fusion: To fully leverage prior
information and establish the connection between two modal-
ities, we propose the spatial-channel cross fusion module. At
the upper level, features are concatenated and fused; at the
lower level, features from both modalities are fused:

F
ˆvis
l = Conv1×1 ◦ C(SSAB(Fvis

l ),TSAB(Fir
l )), (6)

Fîr
l = Conv1×1 ◦ C(SSAB(Fir

l ),TSAB(Fvis
l )), (7)

Ffused
l = F

ˆvis
l + Fîr

l . (8)

where C(.) denotes concatenation. The fused features are then
modulated by the text embeddings:

ˆ
Ffused

l = (1 + γ(T))⊙ Ffused
l + β(T) (9)

where γ(T) and β(T) are learnable modulation parameters
derived from the text embeddings T, and ⊙ denotes element-
wise multiplication.

3) Decoder and Progressive Refinement: The decoder
progressively refines features through:

Fl
dec = Dn ◦ Up(C(Fl+1

dec ,
ˆFl

fused)) (10)

where Dn represents a sequence of n decoder blocks similar
to encoder. Specially, for the lowest level(l = 1), we add extra
decoder blocks as refinement:

Fout = Rm ◦ Rm−1 ◦ . . . ◦ R1(F
1
dec) (11)

Each block Rk consists of SSAB and TSAB operations
sharing block number with the encoder at the corresponding
level. At the end, the Fout is the final result Ifused.

2) Lightweight Student Network: The student network
maintains a similar hierarchical structure but achieves 90%
parameter reduction through:

• Dimension reduction in transformer blocks (from 48 to
16 channels)

• Removal of text guidance module(the gray-shaded com-
ponent in 2), directly using Fl

fused instead of ˆFl
fused

C. Prior Knowledge Distillation

To achieve efficient inference without relying on MLLMs
while preserving their semantic prior and reducing model
complexity, we propose a two-stage knowledge distillation
method to progressively transfer knowledge from MLLMs to
a lightweight student network.

1) Teacher Network Training: In the first stage, we transfer
knowledge from the MLLM to a teacher network, enabling
the teacher network to acquire semantic understanding and
degradation-aware fusion capabilities. The teacher network is
trained with text guidance using the following loss:

Ltea = λt
ssimLssim + λt

intLint + λt
gradLgrad + λt

colorLcolor

(12)
where Lssim measures structural similarity through SSIM
index, Lint preserves maximum intensity information between
source images, Lgrad ensures gradient consistency using So-
bel operators, and Lcolor maintains color fidelity in YCbCr
space. The weights λt are dynamically adjusted based on text
guidance. The detailed expressions for each loss component
are:

Lint =
1

HW
∥If −max(Igvis, I

g
ir)∥1 (13)

where H and W are the height and width of the image, If
is the fused image, and Igvis and Igir represent the visible and
infrared guidance images respectively.

LSSIM (t) = (1−SSIM(If , I
g
vis))+δir(t)(1−SSIM(If , I

g
ir))

(14)
where SSIM(·) calculates the structural similarity index, and
δir(t) is a text-dependent weight for infrared guidance.

Lgrad =
1

HW
∥∇If −max(∇Igvis,∇Igir)∥1 (15)

where ∇ represents the gradient operator implemented using
Sobel filters in both horizontal and vertical directions.

Lcolor =
1

HW
∥FCbCr(If ) − FCbCr(Ig

vis)
∥1 (16)

where FCbCr denotes the transfer function of RGB to YCbCr.
These loss terms work together to ensure high-quality image

fusion: Lint maintains the maximum intensity information
from both source images, LSSIM preserves structural details
through the SSIM [25] metric, Lgrad ensures edge consis-
tency through gradient preservation, and Lcolor maintains
natural color appearance. The text-dependent weights λt allow
dynamic adjustment of each loss component’s contribution
based on the specific fusion requirements described in the text
prompt.

2) Progressive Knowledge Transfer: In the second stage,
the student network is trained to progressively acquire knowl-
edge from the teacher network by mimicking its feature
processing through three complementary loss functions:

1) Feature consistency loss:

Lfeat =

L∑
l=1

∥Down(F l
t )− F l

s∥1 (17)

where Down represents learnable dimension reduction to
match teacher-student feature dimensions.

2) Output reconstruction loss:

Lres = ∥Ifusedt − Ifuseds ∥1 (18)

3) Base fusion loss Lbase inherited from teacher but with
fixed weights.



5

The final distillation objective is:

Ldistill = α1Lbase + α2Lfeat + α3Lres (19)

This progressive distillation strategy enables knowledge trans-
fer while reducing computational efficiency.

IV. EXPERIMENTS

We conduct extensive experiments to evaluate our proposed
method on both infrared-visible fusion (IVF) and medical
image fusion tasks. In this section, we first introduce the
implementation details and datasets, then present comprehen-
sive comparisons with state-of-the-art methods, followed by
detailed ablation studies.

A. Implementation Details and Datasets

Implementation Details: Both teacher and student net-
works are trained using AdamW optimizer with a learning
rate of 0.0001. Input images are cropped to 128×128 patches
during training. For the teacher network, the hyper-parameters
{λint, λssim, λgrad, λcolor} are set to {24, 40, 48, 12} respec-
tively. When text guidance is enabled, task-specific parame-
ters are provided in the supplementary material. We employ
QWen2VL [20], an open-source large vision-language model,
to generate descriptive text labels for input image pairs. All
experiments are conducted on four NVIDIA GeForce RTX
4090 GPUs using PyTorch framework.

Datasets: For IVF tasks, we evaluate on three widely-
used datasets: MSRS [26], M3FD [27], and RoadScene [28].
These datasets cover diverse scenarios including urban scenes,
indoor environments, and road conditions with varying lighting
and weather conditions. We use the training split of MSRS
for training and evaluate on its test split as well as the
entire M3FD and RoadScene datasets. For medical image
fusion, we utilize the Harvard Medical Image Fusion Dataset,
which contains three modality pairs: SPECT-MRI, CT-MRI,
and PET-MRI. Each modality pair is trained and evaluated
separately.

Evaluation Metrics: For IVF tasks, we employ three com-
plementary metrics: Information Entropy (EN) [29] to quantify
information density, Visual Information Fidelity (VIF) [30]
to evaluate perceptual quality, and Quality of Gradient-based
Fusion (QAB/F ) [31] to assess edge preservation. For medical
image fusion, we include Structural Similarity (SSIM) [25] due
to its critical role in medical applications, which is calculated
as the sum of the SSIM values between each source image
and the fused image. The metrics are chosen for their strong
correlation with the source images, as they take all of the
images as input.

A specific note on the use of the Structural Similarity
(SSIM) metric is warranted. While SSIM is a crucial metric for
medical image fusion, where preserving fine structural details
is paramount, its application to Infrared-Visible Fusion (IVF)
tasks can sometimes be misleading. Aggressively optimizing
such as high weight of Lssim can lead to high scores at
the expense of noticeable color artifacts and an unnatural
appearance 7. This observation informs our decision not to
use SSIM as a primary metric for IVF, an approach consistent

with prior works like Text-IF [9], which also favored other
metrics over SSIM for this task. Therefore, we prioritize
VIF and QAB/F for assessing perceptual quality and gradient
preservation in IVF. For medical tasks, however, we continue
to report SSIM as it remains a reliable indicator of fusion
performance in that domain.

Benchmark Methods: We compare our teacher and dis-
tilled networks with several state-of-the-art methods, includ-
ing SwinFusion [6], U2Fusion [5], CDDFuse [32], Fusion-
GAN [4], PIAFusion [7], SuperFusion [33], IFCNN [34],
DDFM [12], Text-IF [9], TC-MOA [35], PSLPT [36], EM-
Fusion [37], Zero [38], and MSRPAN [39]. These methods
include transformer-based, unsupervised learning, dual-branch,
generative models, illumination- and semantic-aware fusion,
CNN-based fusion, diffusion models, and text-guided fusion
(Text-IF). Beyond performance comparisons, we focus on
analyzing the impact of different components and parameters
on both model effectiveness and inference efficiency through
comprehensive ablation studies.

B. Comparison on IVF Tasks

Table I presents the quantitative comparison with SOTA
methods on three IVF datasets. Our teacher network consis-
tently outperforms existing methods across all metrics and
datasets, demonstrating the effectiveness of text-guided fu-
sion. On the MSRS dataset, our teacher network achieves
significant improvements in QAB/F compared to the pre-
vious best method Text-IF. More remarkably, our distilled

Vi Ir SuperFusion

SwinFusion

IFCNN

CDDFuse

Text-IF Proposed Teacher Proposed Distilled

U2FusionTC-MoA

PSLPT

Fig. 3. Qualitative comparison of different image fusion methods on a
challenging scene (FLIR 05767.jpg) from the RoadScene dataset. Our method
better preserves thermal information from infrared images while maintaining
visible details and natural appearance, especially in scenarios with extreme
lighting conditions or complex textures. For a more exhaustive visual com-
parison across various scenarios and methods, please refer to Fig. 9.

student network not only maintains but sometimes exceeds
the teacher’s performance, particularly in EN and QAB/F

metrics, while reducing parameters by 90%. This suggests
that the knowledge distillation process effectively transfers
the teacher’s knowledge to a much smaller model. The slight
performance variations between teacher and student networks
can be attributed to the extended training during the distillation
process, where the student benefits from both the teacher’s
guidance and task-specific objectives. Another reason is that
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TABLE I
QUANTITATIVE COMPARISON WITH SOTA METHODS ON IVF TASKS ACROSS MSRS, M3FD, AND ROADSCENE DATASETS. BOLD AND UNDERLINED

VALUES INDICATE THE BEST AND SECOND-BEST RESULTS RESPECTIVELY. TRA.P. = TRAINABLE PARAMETERS, FIX.P. = FIXED PARAMETERS.

Dataset Method Tra.P. (M) Fix.P. (M) EN↑ MI↑ SF↑ VIF↑ QAB/F ↑

MSRS

SuperFusion [33] 11.23 - 6.587 3.596 10.783 0.813 0.557
CDDFuse [32] 2.40 - 6.701 3.657 12.083 0.819 0.548

IFCNN [34] 0.08 - 5.975 1.706 12.734 0.579 0.479
U2Fusion [5] 0.63 - 5.246 2.183 9.242 0.512 0.391

SwinFusion [6] 13.04 - 6.619 3.652 11.038 0.825 0.558
PSLPT [36] 3.06 - 6.307 2.284 10.419 0.753 0.553

TC-MOA [35] 7.24 (+329) 6.633 3.251 9.370 0.811 0.565
Text-IF [9] 63.8 (+151) 6.729 5.406 17.384 1.051 0.690

Ours-teacher 40.3 (+151) 6.749 4.883 17.914 1.060 0.732
Ours-distilled 4.10 - 6.763 4.867 18.299 1.075 0.734

M3FD

SuperFusion [33] 11.23 - 6.726 4.345 11.748 0.664 0.522
CDDFuse [32] 2.40 - 7.070 3.994 17.578 0.802 0.613

IFCNN [34] 0.08 - 6.935 2.630 16.250 0.685 0.590
U2Fusion [5] 0.63 - 6.872 2.683 14.248 0.673 0.578

SwinFusion [6] 13.04 - 6.844 4.020 14.415 0.746 0.616
PSLPT [36] 3.06 - 7.204 4.563 6.439 0.958 0.321

TC-MOA [35] 7.24 (+329) 6.747 2.856 11.221 0.579 0.508
Text-IF [9] 63.8 (+151) 6.849 5.553 14.484 0.780 0.550

Ours-teacher 40.3 (+151) 6.965 4.780 17.949 0.896 0.706
Ours-distilled 4.10 - 6.989 4.898 18.507 0.927 0.704

RoadScene

SuperFusion [33] 11.23 - 6.990 3.562 12.185 0.608 0.452
CDDFuse [32] 2.40 - 7.475 3.001 19.779 0.610 0.450

IFCNN [34] 0.08 - 7.222 2.842 15.998 0.591 0.536
U2Fusion [5] 0.63 - 6.739 2.578 15.282 0.564 0.506

SwinFusion [6] 13.04 - 7.000 3.334 12.161 0.614 0.450
PSLPT [36] 3.06 - 7.077 2.001 9.172 0.134 0.171

TC-MOA [35] 7.24 (+329) 7.387 2.853 12.786 0.577 0.477
Text-IF [9] 63.8 (+151) 7.332 5.009 14.199 0.739 0.578

Ours-teacher 40.3 (+151) 7.248 3.454 20.891 0.743 0.639
Ours-distilled 4.10 - 7.279 3.328 20.082 0.751 0.634

current domain models are generally over-parameterized com-
pared to relatively small datasets, which is detailed in the
ablation experiments.

C. Comparison on Medical Datasets

To demonstrate the generalization capability of our method,
we evaluate its performance on medical image fusion tasks.
As shown in Table II, both our teacher and student net-
works achieve superior performance across different modality
pairs. The improvement is particularly significant in structural
preservation metrics (SSIM and QAB/F ), which is crucial
for medical applications. For SPECT-MRI fusion, our method
shows notable advantages in preserving functional informa-
tion while maintaining anatomical details. In CT-MRI fusion,
where structural alignment is critical, our approach achieves
the highest SSIM scores, indicating better structural preser-
vation. The PET-MRI results further confirm our method’s
effectiveness in handling multi-modal medical images with
different characteristics. Fig. 4 presents visual examples from
different medical modalities. Our fusion results exhibit better
detail preservation and contrast enhancement, which is es-
sential for clinical applications. The distilled student network
maintains these advantages while significantly reducing com-
putational requirements, making it more practical for clinical
deployment.

D. Ablation Study

To thoroughly evaluate the effectiveness of our proposed
method, we conduct comprehensive ablation studies on both
the teacher and student networks using the MSRS test set.
These experiments examine the impact of text guidance, vari-
ous loss components, and model architectures. Furthermore,
we introduce new analyses to isolate the contribution of
knowledge distillation against architectural improvements and
to assess the framework’s robustness to different Large Vision-
Language Models. Specifically, we address key questions such
as: Why does the distilled network sometimes achieve a
higher score than the teacher? Is it more effective to train
a small model directly instead of using distillation, and how
does our distilled model compare against other state-of-the-art
lightweight architectures?

1) Analysis of Teacher Network:

a) Effect of Text Guidance.: To validate the effectiveness
of text guidance, we compare our full model with its variant
without text information. Removing text guidance leads to
a significant performance drop across all metrics (EN: -
0.023, VIF: -0.083, QAB/F : -0.05). This demonstrates that
text descriptions provide valuable semantic information that
helps the model better understand and fuse image features. The
text guidance acts as an advanced form of reference informa-
tion, offering rich contextual information beyond pixel-level
features.
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CDDFuse EMFusion DistilledMSRPAN TeacherText-IFZeroPETMRI

CDDFuse EMFusion MSRPAN Text-IFZeroPETMRI

CDDFuse EMFusion MSRPAN Text-IFZeroCTMRI

CDDFuse EMFusion MSRPAN Text-IFZeroCTMRI

CDDFuse EMFusion MSRPAN Text-IFZeroSPECTMRI

CDDFuse EMFusion MSRPAN Text-IFZeroSPECTMRI

DistilledTeacher

DistilledTeacher

DistilledTeacher

DistilledTeacher

DistilledTeacher

Fig. 4. Comprehensive visual comparison of different image fusion methods on Harvard Medical Image Fusion Datasets (PET-MRI, CT-MRI, SPECT-MRI).
For each set of results, from left to right: Modality 1 Input, Modality 2 Input, Text-IF Output, Ours-Teacher Output, Ours-Distilled Output.

Small improvement on metrics,

but significant improvement on color when generalization

𝑉𝐼𝐹:  1.06 → 1.075

𝑄𝑎𝑏𝑓: 0.732 → 0.734

params:

 40.3(+151)M → 4.1M

Final Choice

𝑉𝐼𝐹:  1.027 → 1.058

𝑄𝑎𝑏𝑓: 0.697 → 0.73

𝑉𝐼𝐹:  0.977 → 1.027

𝑄𝑎𝑏𝑓: 0.682 → 0.697

𝑉𝐼𝐹:  1.058 → 1.06

𝑄𝑎𝑏𝑓: 0.73 → 0.732

𝑉𝐼𝐹:  1.071 → 1.071

𝑄𝑎𝑏𝑓: 0.734 → 0.734

params: 15.8M → 39.1M

𝑉𝐼𝐹:  1.06 → 1.082

𝑄𝑎𝑏𝑓: 0.732 → 0.732

Stage1 Train Teacher Model Stage2 Distillation Student Model

Base Model

XRestormer

Introduce loss 𝐿𝑖𝑛𝑡

1 × 1ConvReplace FM to

𝑉𝐼𝐹:  0.977

𝑄𝑎𝑏𝑓: 0.682

Introduce Text

Introduce loss 𝐿𝑔𝑎𝑟𝑑 + 𝐿𝑠𝑠𝑖𝑚

𝑆𝑆𝐴Replace FM to

Introduce loss 𝐿𝑐𝑜𝑙𝑜𝑟

Training more 

epoch and 

distill 48 → 16

Remove 𝐿𝑓𝑒𝑎𝑡𝑢𝑟𝑒

Distill: 

dim 32 → 48

Distill: dim 16 → 32

𝑉𝐼𝐹:  1.075 → 1.071

𝑄𝑎𝑏𝑓: 0.734 → 0.734

params: 4.1M → 15.8M

number Best for Tea. model

number

Modification Details

Metrics and Visual Quality

Proposed Methods

Not Proposed Methods

Best for Dis. model

Fig. 5. Overview of our ablation study.

b) Impact of Different Loss Components.: We evaluate
the contribution of each loss component by systematically
removing them from the full model. The results, as shown
in Table III, indicate that all loss components positively
impact the final performance, although their importance varies.
The intensity loss (Lint) and gradient loss (Lgrad) have the
most significant influence, highlighting their essential role in
preserving structural information. The SSIM loss (Lssim) aids
in maintaining perceptual quality, while the color loss (Lcolor)
ensures the natural appearance of fused results.

Due to the nature of our method, which reconstructs the
entire image rather than only modifying the Y-axis in YCbCr
color space, Lcolor plays a particularly important role. Al-
though most metrics convert images to grayscale for evalua-
tion, making Lcolor appear to have minimal effect on metric
scores, it is critical for producing visually appealing results in
the final fused images.

c) Feature Fusion Methods.: We investigate different
fusion embedding strategies to combine features from infrared
and visible images. The comparison includes concatenation &
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1×1 conv, unlearnable weighted attention, dynamic weighted
conv, multiscale conv, and our proposed adaptive fusion
method. As shown in Table IV, our adaptive fusion approach
achieves superior performance by dynamically adjusting the
fusion weights based on spatial and channel features.

2) Analysis of Student Network:
a) Effect of Model Size: A notable finding in our dis-

tillation experiments is that reducing the model size by up
to 90% (from 40.3M to 4.1M parameters if not calculate
CLIP) does not significantly impact performance. As shown
in Table V, the compact student model maintains comparable
or even slightly better results across different metrics. This
suggests that the original model might be over-parameterized
for the current fusion task, and the knowledge distillation
process effectively transfers essential fusion capabilities to a
much smaller architecture.

b) Impact of Distillation Losses: We evaluate the contri-
bution of different components in our distillation framework.
The results in Table VI show that result-level supervision
(matching the teacher’s output) provides strong guidance,
significantly improving the student model’s performance. The
feature distillation loss, on the other hand, plays a key role in
preserving feature-level consistency, ensuring that the student
model captures important intermediate representations from
the teacher. By introducing feature distillation, the model
learns high-frequency details and intermediate features, en-
riching the information. This improves metrics like EN and
QAB/F , though it may slightly reduce the V IF score due to

imperfect alignment with perceptual fidelity.

c) Text Prior Analysis: To better understand how textual
priors influence the fusion process and how they are distilled,
we conducted a detailed analysis of their effects at different
network levels. As shown in Fig. 6, text guidance significantly
impacts the model’s attention to different image regions. For
instance, when processing a low-contrast nighttime scene, the
text prior helps the model better distinguish the vehicle’s
contours from the background, evident in the feature maps
showing more defined object boundaries after prompt guid-
ance. Different text descriptions (e.g., “Low Contrast” vs.
“Low Light”) lead to distinct feature emphasis patterns. The
distilled results show that our student network successfully
inherits these text-guided attention patterns without explicit
textual input, validating the effectiveness of our prior distilla-
tion approach in preserving semantic understanding.

d) Model Design and Knowledge Distillation Analysis:
To unequivocally demonstrate that the performance gains
stem from our knowledge distillation framework rather than
solely from architectural design, we conducted two crucial
sets of experiments. First, we trained our student network
from scratch using only the base fusion loss (Lbase), without
any guidance from the teacher network. Second, we compare
our distilled model with recent lightweight fusion architec-
tures, including LVT [40] and MobileNetV3 [41], ensuring
a similar parameter count for a fair comparison. The results,
presented in Table VII, clearly show that the distilled student

TABLE II
QUANTITATIVE COMPARISON WITH SOTA METHODS ON MEDICAL IMAGE FUSION TASKS. BOLD AND UNDERLINED VALUES INDICATE THE BEST AND

SECOND-BEST RESULTS RESPECTIVELY. THE ADDITIONAL PARAMETERS (IN PARENTHESES) ARE NON-TRAINABLE BUT USED DURING INFERENCE.

Dataset Method Parameters (M) SSIM↑ VIF↑ QAB/F ↑ MI↑ EN↑

PET-MRI

PSLPT [36] 3.06 0.815 0.548 0.373 2.641 5.492
EMFusion [37] 0.78 1.221 0.685 0.783 3.207 5.646
MSRPAN [39] 0.39 1.182 0.581 0.799 4.119 5.073
SwinFusion [6] 13.04 0.725 0.703 0.683 3.662 5.817

Zero [38] 19.1 1.162 0.635 0.774 3.786 5.495
U2Fusion [5] 0.63 0.494 0.460 0.292 2.785 5.532

CDDFuse [32] 2.40 1.227 0.650 0.765 3.572 5.149
Text-IF [9] 63.8 (+151) 1.232 0.640 0.690 3.718 5.443

Ours-teacher 40.3 (+151) 1.223 0.909 0.782 4.248 5.611
Ours-distilled 4.10 1.243 0.929 0.784 4.318 5.474

CT-MRI

PSLPT [36] 3.06 0.810 0.502 0.432 2.392 4.730
EMFusion [37] 0.78 1.266 0.552 0.475 3.116 4.785
MSRPAN [39] 0.39 1.261 0.436 0.455 4.126 4.202
SwinFusion [6] 13.04 0.579 0.522 0.545 3.190 5.144

Zero [38] 19.1 1.199 0.320 0.582 3.358 4.406
U2Fusion [5] 0.63 0.042 0.074 0.489 1.694 4.896

CDDFuse [32] 2.40 1.224 0.526 0.530 3.683 5.733
Text-IF [9] 63.8 (+151) 1.313 0.542 0.561 3.211 4.356

Ours-teacher 40.3 (+151) 1.313 0.641 0.657 3.246 4.462
Ours-distilled 4.10 1.312 0.653 0.657 3.233 4.494

SPECT-MRI

PSLPT [36] 3.06 0.933 0.359 0.325 2.747 5.140
EMFusion [37] 0.78 1.212 0.665 0.692 3.210 4.911
MSRPAN [39] 0.39 1.153 0.525 0.560 4.334 4.753
SwinFusion [6] 13.04 0.684 0.744 0.720 3.795 5.401

Zero [38] 19.1 1.180 0.582 0.681 3.564 4.997
U2Fusion [5] 0.63 0.479 0.419 0.696 2.870 4.539

CDDFuse [32] 2.40 1.169 0.786 0.719 4.109 4.396
Text-IF [9] 63.8 (+151) 1.200 0.747 0.715 3.994 4.807

Ours-teacher 40.3 (+151) 1.210 0.888 0.746 4.248 5.035
Ours-distilled 4.10 1.202 0.887 0.747 4.371 5.361
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TABLE III
ABLATION STUDY ON LOSS COMPONENTS FOR THE TEACHER NETWORK.

RESULTS ARE REPORTED ON THE MSRS TEST SET.

Method EN↑ VIF↑ QAB/F ↑

Lint 6.695 1.027 0.697
Lint + Lcolor 6.696 1.025 0.698
Lint + Lgrad + Lssim 6.731 1.058 0.730
Lint + Lcolor + Lgrad 6.733 1.059 0.733
Lcolor + Lgrad + Lssim 6.676 1.063 0.728
Lcolor + Lgrad + Lssim + Lint 6.763 1.075 0.734

TABLE IV
COMPARISON OF DIFFERENT FUSION MODULES. RESULTS ON MSRS TEST

SET.

Method EN↑ VIF↑ QAB/F ↑

Cat & 1×1 conv 6.738 1.059 0.728
Unlearn weight atten 6.667 0.971 0.655
Dynamic weight conv 6.737 1.058 0.729
Multiscale conv 6.743 1.053 0.720
Ours 6.749 1.060 0.732

Text: Event Type: Low Contrast, Description: A car is driving on a road at night.

After prompt guidence DistilledVis and Ir Before prompt guidence

1) Effect of prompt guidance on level 1 feature

2) Effect of different text on level 1 feature

Text:  Event Type: Low Light Text:  Event Type: Low Contrast

Fig. 6. Effect of text guidance on level 1 and fused image. (a) Original
visible and infrared input images. (b) Feature maps before text guidance.
(c) Feature maps after text guidance. (d) Final fused images under different
text descriptions (“Low Contrast” and “Low Light”). (e) Distilled student
network’s output.

network (“Ours-distilled”) significantly outperforms both the
student trained from scratch and other lightweight models.
This substantial performance gap (e.g., an improvement of
over 0.08 in VIF on MSRS) validates that knowledge transfer
is the key contributor to our model’s effectiveness. While our
XRestormer-based [42] backbone shows a slight advantage
over generic lightweight models, this architectural benefit
is minor compared to the substantial leap provided by the
distillation process.

e) Knowledge Distillation Analysis: An intriguing ob-
servation from our experiments is that the distilled student
network occasionally outperforms its teacher model. This
phenomenon, illustrated in Fig. 7, suggests that the distillation
process can act as a form of regularization. When training the
teacher network with an extremely high weight for Lssim (10×
the baseline), the teacher becomes highly specialized in edge

TABLE V
IMPACT OF MODEL SIZE ON DISTILLED NETWORK. RESULTS ON MSRS

TEST SET.

Model Params(M) EN↑ VIF↑ QAB/F ↑

48-dim 39.1 6.780 1.071 0.734
32-dim 15.8 6.768 1.071 0.734
16-dim 4.1 6.763 1.075 0.734

TABLE VI
ABLATION STUDY ON DISTILLATION LOSSES (MSRS DATASET).

Method EN↑ VIF↑ QAB/F ↑

Lbase 6.728 0.989 0.681
Lbase + Lres 6.761 1.082 0.732
Lbase + Lfeat + Lres 6.763 1.075 0.734

1) High 𝐿𝑠𝑠𝑖𝑚 for train 2) balanced 𝐿𝑠𝑠𝑖𝑚 for train

Teacher face the problem 

of color breakdown

But student overcome it and 

get more edge information

Balanced loss make the 

teacher performance better

But student may loss 

details during distillation

Fig. 7. When teacher performs extremely, the student learns more information.
This figure illustrates how a student network learns to balance structural and
color information even when the teacher over-prioritizes structural details,
leading to color breakdown in the teacher’s output.

detection, sacrificing color fidelity. Surprisingly, the student,
when distilled from such a teacher, learns to balance these
competing objectives, maintaining edge clarity while preserv-
ing natural color representation. This indicates that extreme
specialization in the teacher can provide a clearer supervision
signal for certain features, enabling the student to learn more
comprehensive fusion strategies. In our final implementation,
a moderately increased weight for Lssim proves sufficient for
the student to achieve superior performance across multiple
metrics with stable training.

Our ablation studies reveal several key insights:
• Text guidance significantly enhances fusion performance

by embedding rich semantic context into the process.
• The integration of multiple loss terms is crucial for

achieving balanced and robust fusion results.
• Model compression via knowledge distillation achieves

comparable performance with drastically fewer parame-
ters, as the teacher model and some text-guided meth-
ods exhibit excessive over-parameterization compared to
small datasets.
f) Robustness to LLM Choice: To address the concern

that our framework’s performance might be overly sensitive
to the choice of the teacher LLM, we conducted an analysis
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TABLE VII
ABLATION STUDY ON THE CONTRIBUTION OF KNOWLEDGE DISTILLATION. ALL LIGHTWEIGHT MODELS HAVE PARAMETERS IN THE < 10M RANGE.

RESULTS ARE REPORTED ACROSS THREE IVF DATASETS.

Method Params(M) MSRS Dataset M3FD Dataset RoadScene Dataset

MI↑ VIF↑ QAB/F ↑ MI↑ VIF↑ QAB/F ↑ MI↑ VIF↑ QAB/F ↑

Switch to LVT [40] Backbone 7.9 4.093 0.971 0.691 3.983 0.762 0.611 3.122 0.611 0.554
Switch to MobileNetV3 [41] Backbone 1.3 3.998 0.922 0.662 3.822 0.747 0.581 3.089 0.589 0.514

Ours-student (from scratch) 4.1 4.110 0.989 0.682 4.154 0.782 0.615 3.144 0.655 0.536
Ours-student (from distillation) 4.1 4.867 1.075 0.734 4.898 0.927 0.704 3.328 0.751 0.634

with different state-of-the-art VLMs, including the newest
Qwen2.5-VL [21] and GPT-4V [19]. As shown in Fig. 8,
all tested VLMs provide highly consistent and relevant tex-
tual priors for the fusion task, identifying key degradation
events such as “Low Light” and “Overexposure”. The textual
responses from our chosen Qwen2-VL-7B [20] model are
closely aligned with those from GPT-4V. Furthermore, the
final fusion metrics on the MSRS dataset remain remarkably
stable across different teacher models, with VIF and QAB/F

scores showing minimal variation. This demonstrates that
our framework is robust to the choice of the VLM. The
semantic knowledge required for this task is foundational and
can be provided by any sufficiently powerful VLM, making
our approach generalizable and not dependent on a single
proprietary model.

IR VIS

Response of Qwen2-VL-7B: Response of Qwen2.5-VL-3B: Response of GPT-4V: 

Event Type: Low Light

Description: This infrared 

image suffers from low…

Event Type: Overexposure

Description: The visible image 

is overexposed…

Event Type: Low Contrast  

Description: The infrared 

image has low contrast…

Event Type: Motion Blur

Description: The image shows 

noticeable motion blur…

Event Type: Overexposure

Description: The visible image 

exhibits overexposure…

Event Type: Low Light

Description: Low light 

degradation in…

Event Type: Overexposure

Description: The visible image 

is overexposed due to…

Event Type: Low Contrast

Description: The infrared 

image has low contrast…

Event Type: Low Light

Description: Infrared image 

exhibits low light conditions…

a) Image Pair Example: 

b) Response of different VLM: 

c) Final metrics on MSRS: 

𝑉𝐼𝐹:  1.075

𝑄𝑎𝑏𝑓: 0.735

𝑉𝐼𝐹:  1.075

𝑄𝑎𝑏𝑓: 0.734

𝑉𝐼𝐹:  1.073

𝑄𝑎𝑏𝑓: 0.733

Fig. 8. Comparison of textual priors generated by different VLMs and their
impact on final fusion performance. (a) An example IR/VIS image pair. (b)
The generated text from three different VLMs all identify similar key issues.
(c) The final metrics on the MSRS dataset for teacher networks trained with
these priors are highly stable, demonstrating the robustness of our framework.

E. Inference Time Analysis

To evaluate the computational efficiency, we analyze the
inference times of different components across the previous

state-of-the-art (SoTA) text-guided method Text-IF, our teacher
network, and the distilled student network. For text generation,
we use Qwen2-VL [20] as the large language model (LLM),
which operates on two NVIDIA RTX 4090 GPUs with the
fast attention library [43]. Other timing experiments were
conducted on a separate single NVIDIA RTX 4090 GPU,
running with a batch size of 1 and an image resolution of
128×128 pixels. Since these results may vary across different
machines or even different states of the same machine, this
comparison should be considered non-rigorous.

As shown in Table VIII, the LLM component dominates
the computational cost, requiring over 2 seconds per image.
CLIP encoding adds another 110-115ms overhead. While the
teacher network’s fusion module takes 133.4ms, our distilled
student network reduces this to just 46.1ms—a 65% reduction
in fusion time. More importantly, by eliminating the need
for LLM and CLIP during inference, our student network
achieves a dramatic 98% reduction in total inference time
(from 2556.91ms to 46.11ms).

TABLE VIII
DETAILED INFERENCE TIME COMPARISON (IN MILLISECONDS) FOR

DIFFERENT COMPONENTS. LLM REFERS TO THE QWEN2-VL MODEL
USED FOR TEXT GENERATION.

Method Data Load LLM CLIP Fusion Total

Text-IF 0.01 2261.2 115.7 152.1 2529.01
Teacher 0.01 2311.1 112.4 133.4 2556.91
Student 0.01 - - 46.1 46.11

F. Limitations

While our distilled model achieves significant inference-
time efficiency, we acknowledge a limitation in training over-
head. The knowledge distillation process introduces additional
computational costs during the training phase.

TABLE IX
TRAINING TIME COMPARISON FOR DIFFERENT EPOCHS. ALL

EXPERIMENTS WERE CONDUCTED ON A SINGLE NVIDIA 4090 GPU.

Method 100 epochs 500 epochs

Text-IF 1.9h 11.1h
Teacher 2.0h 12.1h
Student (distill) 2.1h 13.5h

As shown in Table IX, our distillation approach requires
slightly longer training time compared to both the baseline
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Vi Ir SuperFusion SwinFusionIFCNNCDDFuse Text-IF Proposed Teacher Proposed DistilledU2Fusion TC-MoAPSLPT

Vi Ir SuperFusion SwinFusionIFCNNCDDFuse Text-IF Proposed Teacher Proposed DistilledU2Fusion TC-MoAPSLPT

Vi Ir SuperFusion SwinFusionIFCNNCDDFuse Text-IF Proposed Teacher Proposed DistilledU2Fusion TC-MoAPSLPT

Vi Ir SuperFusion SwinFusionIFCNNCDDFuse Text-IF Proposed Teacher Proposed DistilledU2Fusion TC-MoAPSLPT

Vi Ir SuperFusion SwinFusionIFCNNCDDFuse Text-IF Proposed Teacher Proposed DistilledU2Fusion TC-MoAPSLPT

Fig. 9. Comprehensive visual comparison with different methods on various IVF datasets (MSRS, M3FD, RoadScene). For each set of results, from left to
right: Visible Input, Infrared Input, Text-IF Output, Ours-Teacher Output, Ours-Distilled Output.

Text-IF and the teacher model. For a 100-epoch training cycle,
the student network’s distillation process takes 2.1 hours,
approximately 10.5% longer than Text-IF (1.9h) and 5% longer
than the teacher model (2.0h). This pattern persists for longer
training durations, with 500-epoch training requiring 13.5
hours for distillation compared to 11.1 hours for Text-IF and
12.1 hours for the teacher model.

This increased training time is primarily attributed to two
factors: (1) the two-stage training process where the teacher
must be trained first, and (2) the additional computational
overhead from the distillation loss calculations. However,
we consider this a reasonable trade-off given the substantial
inference-time benefits, as the training process is typically a
one-time cost while inference efficiency directly impacts real-
world applications.

V. CONCLUSION

We address the weak semantic understanding of tradi-
tional image fusion methods and the high cost of text-guided
approaches by distilling textual priors and eliminating the
need for text guidance during inference. Our approach, which
leverages a teacher-student architecture and tailored prior
distillation, significantly reduces the model size while retaining
high performance. Extensive experiments and ablation studies
validate the effectiveness of our method, highlighting its ability
to achieve a strong trade-off between computational efficiency
and fusion quality. Specifically, our findings confirm that
the performance of the distilled student network is primarily
attributed to the knowledge transfer process, as it substantially
outperforms an identical network trained from scratch. This
demonstrates that our framework provides a robust method
for embedding large-model intelligence into compact archi-
tectures, offering a practical path toward deploying high-
performance fusion models in resource-constrained environ-
ments.
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