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Abstract

Human life is filled with articulated objects. Previous works
for estimating the pose of category-level articulated objects
rely on costly 3D point clouds or RGB-D images. In this pa-
per, our goal is to estimate category-level articulation poses
from a single RGB image, where we propose R2-Art, a novel
category-level Articulation pose estimation framework from
a single RGB image and a cascade Render strategy. Given
an RGB image as input, R2-Art estimates per-part 6D pose
for the articulation. Specifically, we design parallel regression
branches tailored to generate camera-to-root translation and
rotation. Using the predicted joint states, we perform PC prior
transformation and deformation with a joint-centric model-
ing approach. For further refinement, a cascade render strat-
egy is proposed for projecting the 3D deformed prior onto the
2D mask. Extensive experiments are provided to validate our
R2-Art on various datasets ranging from synthetic datasets to
real-world scenarios, demonstrating the superior performance
and robustness of the R2-Art. We believe that this work has
the potential to be applied in many fields including robotics,
embodied intelligence, and augmented reality.

1 Introduction
Articulated objects are ubiquitous in our daily lives, span-
ning from small table-scale objects (e.g., eyeglasses) to
large-size objects (e.g., dishwashers). Unlike rigid objects
characterized by fixed and unchanging shapes, articulated
objects consist of a limited number of interconnected rigid
components (linked by various joints), which can easily con-
duct relative motion between the rigid parts. Kinematic con-
straints also make articulated object pose estimation more
challenging. Accurate estimation of 6D pose for articulated
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objects is crucial in many downstream multimedia and ma-
chine vision tasks, such as embodied AI (Yu et al. 2023;
Karrer et al. 2011), robot manipulation (Xiong et al. 2023),
human-object interactions (Liu et al. 2021), and augmented
reality (Amin and Govilkar 2015).

Generally, compared to instance-level 6D pose estima-
tion, depth-based category-level 6D pose estimation requires
machines to understand the 3D rotation and 3D translation
of unseen objects, with the given partial observations. How-
ever, these solutions face the following challenges:

(i) Inaccurate and expensive depth information. Depth
sensors are prone to introduce noise and inaccuracies, par-
ticularly with distant or low-reflectivity surfaces.

(ii) Self-occlusion. Mutual and self-occlusion can cause
indistinguishable object views, leading to ambiguous refine-
ment targets. This issue is especially common in articulated
objects with multiple movable parts.

(iii) Implicit learning manner. Previous works often
use implicit object representation methods, such as nor-
malization (Wang et al. 2019) or key-point modeling (Xue
et al. 2021), which involve time-consuming post-processing.
These approaches overlook explicit pose representation
within object categories, limiting performance in 6D pose
estimation.

To deal with the first challenge, we cast the category-level
object pose estimation task as a pose regression task from
a single RGB image. Concretely, we use a color-sensitive
backbone (DINO V2) to extract the pose features and then
use a size-sensitive backbone (HRNet) to regress the depth
in parallel. Considering the correlation between object pose
and mask, we propose a cascade render strategy for further
pose refinement.

To address the second challenge, the basic mechanism be-
hind our method is to employ a joint-centric pose modeling
mechanism. This approach estimates part poses by predict-
ing per-joint states, such as revolute joint angles and transla-
tional joint distances. This is because joint states can still be
perceived in occlusion scenarios, whereas part-centric meth-
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ods (Zhang et al. 2024a, 2025) overlook this aspect.
To cope with the third challenge, our core idea involves

predicting the disentanglement of pose (i.e., 3D rotation, 3D
translation, and 1D joint state) explicitly. Concretely, our
method is end-to-end and requires no post-processing during
the inference phase. This is achieved by designing three par-
allel branches to independently regress rotation, 2D transla-
tion, depth, and joint state.

In summary, our method trains a neural network with
CAD models in intra-category to derive shape, which guides
pose estimation for unseen objects. Unlike part-centric
methods, our approach adopts a joint-centric modeling strat-
egy, eliminating the need to segment objects into rigid parts.
Additionally, a cascade render strategy is employed for pro-
gressive refinement. Our method is simple yet effective in
addressing the RGB-based pose estimation task in an end-
to-end manner. Extensive experiments validate the perfor-
mance of our R2-Art across a range of datasets, from syn-
thetic, semi-synthetic, and real-world scenarios, demonstrat-
ing its superior performance and robustness.

In total, our main contributions are threefold:
• We proposed R2-Art, an end-to-end framework for es-

timating category-level articulated object 6D pose effi-
ciently and robustly under a single 2D RGB image input.

• In our R2-Art, we perform decoupled pose learning and
then conduct prior PC transformation and deformation
via a joint-centric modeling method. Moreover, a cus-
tomized cascade render strategy is employed to conduct
stage-wise optimation.

• The efficiency and robustness of R2-Art are demon-
strated through the evaluation on both synthetic datasets
to real-world scenarios for the articulation task, e.g., Ar-
tImage, ReArtMix, and RobotArm.

2 Related Work
Category-level 6D Pose Estimation. Recent advances in
category-level 6D pose estimation focus on detecting an
unseen object’s 3D rotation and translation. NOCS (Wang
et al. 2019) pioneered efficient pose estimation for unseen
objects within the same category, inspiring subsequent im-
provements (Mo et al. 2021; Zhang et al. 2024b; Avetisyan,
Dai, and Nießner 2019) for complex scenarios. While most
methods target rigid objects, attention has shifted toward
articulated object 6D pose (Liu et al. 2022c; Weng et al.
2021a). A-NCSH (Li et al. 2020) extended NOCS for artic-
ulated objects, introducing per-part normalized coordinates
for pose optimization. However, despite these achievements,
these methods still have drawbacks, such as ignoring the
constraints of the kinematic structure and inaccurate pose
estimation performance.
RGB-based Pose Estimation. RGB-based pose estimation
has gained prominence in computer vision and robotics due
to the high cost of acquiring depth information (Moon,
Chang, and Lee 2019). Deep learning has significantly im-
proved rigid object pose estimation, with prior works falling
into three categories: (1) holistic methods (Gu and Ren
2010; Hu et al. 2024), which directly estimate poses with-
out post-processing; (2) keypoint-based methods (Ban et al.

2024; Shen et al. 2024), which use 2D-3D correspondences
and PnP/RANSAC algorithms; and (3) dense correspon-
dence methods (Peng et al. 2019; Guan et al. 2024), which
predict dense pixel-wise correspondences for pose estima-
tion. However, due to the loss of geometric information,
these methods are sensitive to appearance textures, making
them less effective than depth-based approaches. Further-
more, as these methods focus on instance-level object pose
estimation, they suffer from poor generalization and limited
practicality.

3 Notation and Problem Statement
To achieve a robust algorithm for the Category-level RGB-
based Articulation Pose Estimation task (C-RAPE), our key
idea is utilizing point cloud prior integrated with decou-
pled pose representation to conduct cascade render proce-
dure. Here, we formulate a new paradigm for the C-RAPE
task with a novel cascade framework named R2-Art. Specif-
ically speaking, given a single 2D observed object image
I (captured from an articulated object A = {δk}Kk=1 ) as
input ({δk} is the k-th rigid part), our R2-Art conducts
the predictions for (i) per-part 3D rotation R(k) ∈ SO(3)
(ii) per-part 3D translation t(k). In total, the rotation and
translation together constitute the final pose estimation re-
sult T = {R(k), t(k)}Kk=1 ∈ SE(3) (output).

Since we can’t access the one-to-one CAD model, we
exploit a shape prior P from the intra-category of the in-
put image that shares high appearance and kinematic struc-
ture similarity. Therefore, with the given RGB image I , the
pipeline of our R2-Art can be illustrated as follows: (i) A
self-supervised model is first applied to extract off-line fea-
tures from I , we first predict the 6D pose Rroot, troot in paral-
lel branches and the transform the root part. (ii) Based on the
joint-centric modeling strategy, we first calculate the pose of
the node parts by applying the Rodrigues formula to the pre-
dicted joint state Θ = {θ(k)}K−1

k=1 . The node parts are then
transformed and deformed accordingly. This operation al-
lows the prior to undergo a pose transformation from canon-
ical space to camera space. (iii) To refine the articulation
pose further, we propose a cascade mask render strategy that
clarifies progressively advancing learning objectives at each
stage. To avoid ambiguity and better clarify the variables,
we use the symbol ∗ to indicate the GT variables, andˆto
indicate the predicted variables.

4 Methodology
To conduct the Category-level RGB-based Articulation

Pose Estimation (C-RAPE) task, we propose R2-Art to solve
this task. The overview pipeline is shown in Fig. 1. Con-
cretely, taking a shape prior P (represented as a point cloud)
and an observed RGB image I as input, our R2-Art output
6D pose by three parallel branches (i.e., rot-trans branch
in blue, depth branch in purple, and joint state branch in
green). Firstly, we re-modulate the features extracted by
DINO V2 (Oquab et al. 2023) to predict the decoupled pose
of root part, and output correction factor λ to the root depth
(As illustrated in Sec. 4.1). Secondly, based on the proposed
joint-centric modeling method, we get the deformed PC via
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the prior (detailed in Sec. 4.2). Finally, to ensure a more re-
fined pose prediction, we introduce the cascade render strat-
egy with progressive constraint in Sec. 4.3. To achieve the
SOTA result, we use a three-layer UNet-like network for rot-
trans branch, HRNet (scale-sensitive) for depth branch, and
Resnet (scale-invariant) for joint state branch in our SOTA
model.

4.1 Decoupled Pose Representation and Depth
Regression

In this work, we use a joint-centric modeling method (it will
be introduced in detail in Sec. 4.2). Here, we only focus on
the root part pose (i.e., Troot = (Rroot, troot). Intuitively, 3D
translation can be represented as troot = (xroot, yroot, zroot),
where ϕ = (xroot, yroot) represents the 2D translation pa-
rameters, and zroot denotes the camera-to-root depth. Thus,
translation estimation can be divided into two independent
tasks: 2D translation prediction and 1D depth estimation.

Firstly, for rotation estimation, we adopt a disentangle-
ment scheme similar to GPV-Pose (Di et al. 2022), decom-
posing Rroot into three orthogonal vectors: α, β, and γ. Us-
ing features extracted by DINO V2 (Oquab et al. 2023), we
predict two direction vectors (e.g., upward α and rightward
β) for different objects, enabling more efficient learning of
rotations with fewer parameters.

Secondly, for 2D translation prediction, we first re-
modulate the off-line features by a UNet-liked network, and
then two MLPs are applied to predict the ϕ ∈ R2. In this
way, we could decompose articulation rotation and 2D trans-
lation estimation into two simultaneous regression-based
tasks, which prevents them from influencing each other.

Thirdly, depth estimation from a single view suffers from
inherent ambiguity. This mainly involves two challenges: i)
Firstly, the input image does not provide any explicit infor-
mation on the relative position of the camera and objects. ii)
Directly estimating the absolute depth via the feature repre-
sentations learned from the whole image is non-trivial, since
it is focused on the local information without perceiving
global features related to the scale of objects.

To deal with the challenge i, we introduce a new distance
measure named projection depth dp, which is defined as fol-
lows:

dp =

√
fx · fy · Swld

Sbbox
(1)

where fx, fy , Swld, and Sbbox are focal lengths divided
by the per-pixel distance factors (pixel) of x- and y-axes, the
area of the bounding box of articulations in physics world
(mm2), and bounding box from image space (pixel2), re-
spectively. dp could approximate the absolute depth from the
camera to the object using the ratio of the actual area and the
imaged area of it, given camera parameters.

To address challenge ii, We leverage the correlation be-
tween object scale and its background to improve the depth
prediction performance. By concatenating RGB features
from DINO V2 with depth information, our method pre-
serves relative articulation information and enhances train-
ing stability.

In general, our final scheme is to regress correction depth
λ within the enriched features from RGB and depth informa-
tion. The image feature can give a clue to the depth branch
about how much the λ has to be changed: The correction
factor λ can adaptively change its value to better fit the ob-
ject size. Because gradient can explicitly tell the network
whether to amplify or reduce the predicted λ. Finally, The
estimated λ is multiplied by the dp, which becomes the final
depth value (i.e., zroot = λ · dp).

4.2 Joint-Centric Representation of Articulation
A straightforward and simple modeling method for articu-

lated objects is part-centric, i.e., consider articulated objects
as the concatenation and combination of multiple rigid ob-
jects. this idea is widely used in previous works (Li et al.
2020; Weng et al. 2021b), which overlooks the importance
of kinematic structure and encounters challenges related to
self-occlusion. In contrast, we adopt a joint-centric view-
point to explore articulated objects in this work, treating the
pose estimation task as a joint state prediction problem.

Concretely, we categorize rigid parts in an articulated ob-
ject into two groups: the root part (physical root of articula-
tions) is defined in the 3D world and can move freely without
constraint, and the node part, whose motion is constrained
by the joint type in the kinematic structure. Following A-
NCSH (Li et al. 2020), we consider two joint types: 1) Rev-
olute joints, enabling rotational motion, with joint state θr

as the relative rotation angle and parameters φr = (ur, qr),
where ur is the joint axis direction and qr the pivot point po-
sition; 2) Prismatic joints, allowing linear motion, with state
θp as the relative distance and parameter up as the axis di-
rection. The extended Rodrigues formula is used to convert
joint states into a matrix R

′(k)
node for the k-th part.

R
′(k)
node =cosθ(k)

r U (k)
r + (1− cosθ(k)

r )·
(U (k)

r ·Q(k)
r )Q(k)

r + sin θ(k)
r (Q(k)

r )∧ (2)

where U
(k)
r denotes the normalized direction of the joint

axis u
(k)
r , Q

(k)
r denotes a anti-symmetric matrix com-

posed of pivot point position q
(k)
r , symbol ∧ means anti-

symmetric. Here the R
′(k)
node is a matrix of size 3 × 4 and we

stack it with the row [0, 0, 0, 1] appended at the end to get
homogeneous matrix T

(k)
node as k-th node part’s pose.

For prismatic joint, given joint parameters (u(k)
p ) and pre-

dicted joint state θ(k)
p , we can also get homogeneous matrix

as pose for k-th node part:

T
(k)
node =

[
I θ(k)

p u
(k)
p

0 1

]
(3)

where I indicates the identity matrix. Finally, we can cal-
culate the poses of node parts by iteratively multiplying the
poses from their root part. Within the joint-centric pose mod-
eling method, we can correspond part to joint one by one.
The total articulated object poses for all the K parts can be
represented by a sequence of node part pose {T (k)

node}
K−1
k=1 and

root part pose Troot = {Rroot, troot}.
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Figure 1: The pipeline of our R2-Art. It consists of the following components: (a) Disentanglement Pose Prediction. The rot-
trans branch is in blue, while depth branch is in purple. (Sec. 4.1); (b) Joint-Centric. Given the joint state, we conduct PC
transformation and deformation via the Rodrigues Formula. (Sec. 4.2); (c) Cascade Render Strategy is proposed for further
refinement with 3-stage progressive optimization. (Sec. 4.3), the blue solid line edge represents the imaging plane.

4.3 Cascade Render Strategy
In this work, we introduce a coarse-to-fine cascade render

strategy for better optimization of our R2-Art:
Stage I: Coarse Level Area-Consistency Constrain. Based
on the pinhole camera model and 3D camera-to-object trans-
lation t = (x, y, z), the x component determines the hor-
izontal position, y determines the vertical position in the
imaging plane, and z affects the imaging size of objects.
In the first stage, our primary goal is to ensure that the de-
formed PC can be successfully projected onto the imaging
plane.

To this end, we propose an area consistency loss for allo-
cating adaptive supervision intensities according to the ren-
dering result. Concretely speaking, a penalty term η is in-
troduced to L1 loss function. η is tunable, i.e., the greater
rendering difference, the greater its value is. In practice,
considering the correlation between the area of enclosing
bounding box from rendering object mask and the avail-
able pixel number (pixel with RGB value of 255 in bbox)
in rendering mask. In view of this fact, we define η =
exp {

∑
p∗ −

∑
p̂}, where p∗ represents for the GT avail-

able pixel number, while p̂ is the prediction.
Obviously, when the object fails to be rendered onto the

imaging plane (due to the poor pose prediction), η becomes
large due to the significant pixel count error. However, when
the object is rendered onto the imaging plane successfully
(regardless of whether it is at the correct position), the avail-
able pixel count matches that of GT, causing η to reduce to
1. Therefore, we can conclude that η is sensitive to whether
the object is successfully projected. With the definition of η,
the loss function of Larea is given by:

Larea = η · ∥ log(S∗ + 1)− log(Ŝ + 1)∥1 (4)

where Ŝ is the area of bounding box regarding predicted ob-
ject rendering mask, while S∗ is its GT.
Stage II: Middle Level Rotation and Translation Align-
ment. To conduct a better rotation and translation align-
ment, we argue that the following important geometric fac-
tors should be considered: overlapping area, center point dis-
tance, and aspect ratio. Draw inspirations from corner-based
object detection works (Yang et al. 2019; Zheng et al. 2022),
we focus on the corners of a bounding box. Concretely
speaking, a bounding box representation can be defined by
its box parameters Φ = (p1, p2) =

(
(u1, v1), (u2, v2)

)
∈

R4, where p1, p2 are top left and bottom right corner, re-
spectively. Our loss function includes three parts: IOU loss,
overlap loss, and offset loss.

Firstly, for an improved IOU loss, we use a log-likelihood
loss:

LIOU = − log(IOU) (5)

Secondly, we propose the bounding box overlap (BBO)
loss to measure bounding box similarity by maximizing the
overlap of width and height. It is a stricter constraint and
puts more gradient for low overlapping bounding box. As
shown in Fig. 2 (b), given the predicted box (û1, v̂1, û2, v̂2)
and ground truth box (u∗

1, v
∗
1 , u

∗
2, v

∗
2), the AS loss simulta-

neously maximizes the overlap for both sides of a predicted
box with its ground truth. AS loss is defined as follows:

LBBO = 2− {Wmin

Wmax
+

Hmin

Hmax
} (6)

just as the extreme case shown in Fig. 2 (c), Wmin, Hmin

can be negative values if bounding boxes are non-
overlapping. Under this circumstance, BBO loss can still
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Figure 2: Illustrative Diagram of Stage II Loss. It directly
regresses two corner points by minimizing the normalized
distance d1

d2
and enlarges height by minimizing the 1−Hmin

Hmax
.

Note that We use red to represent the predicted bounding box
and green to represent the ground truth (GT) box.

be optimized for non-overlapping cases while the traditional
IOU loss fails to do that.

Thirdly, to go a further step for better corner alignment,
we introduce Corner Offset (CO) loss. We find that the cen-
ter loss will be roughly near zero when only the center is
aligned correctly but not scale. To this end, we addition-
ally add the Corner Offset Loss (LCO) to achieve accurate
box location, which directly minimizes the normalized cor-
ner distance. Mathematically, it can be formulated as:

LCO =
D(p̂1, p

∗
1)

D(pc1 , pc2)
+

D(p̂2, p
∗
2)

D(pc1 , pc2)
, (7)

where D(·, ·) is the ℓ2 distance, p̂1, p̂2 are the top left and
bottom right corner points of the predicted box, respectively.
p∗1, p

∗
2 are their GT points. pc1 , pc2 are used for the corner

points of the smallest enclosing box covering two boxes.
Overall, the final aligned loss Lalg can be summarized as:

Lalg = τ1LIOU + τ2LBBO + τ3LCO (8)

We use a convex combination of the three losses, where
τ1, τ2, τ3 are 0.4, 0.3, and 0.3, respectively.
Stage III: Fine Level Pixel-wise Refinement. After the re-
finement of stage I and stage II, the predicted rendering mask
exhibits only subtle differences compared to the GT mask.
We decided to pursue pixel-level supervision optimization
further. However, plain pixel-wise loss suffers from an im-
balance of edge and non-edge samples. To overcome data
imbalance, we propose the edge-aware pixel loss, which im-
proves the BCE loss by tying it to mask prediction errors.

As shown in Fig. 3, we define P as the predicted mask (in
red) and G to refer to the GT mask (in green). The key idea
of edge-aware loss is to penalize pixel predictions according

Figure 3: Illustrative Diagram of Stage III Loss.

Algorithm 1: Cascade Rendering Strategy

1: Input: Prior P , GT transformation matrix T ∗, Predic-
tion transformation matrix T̂ , Threshold δ = 0.1.

2: Output: Rendering Mask.
3: S∗ ← R(T ∗,P), Ŝ ← R(T̂ ,P); # R is the ren-

dering process.
4: Bool In StageI = True if Ŝ /∈ [(1 − δ)S∗, (1 + δ)S∗]

else False;
5: Bool In StageII = True if StageI and IOU(S∗, Ŝ) <

1− δ else False;
6: Bool In StageIII = True if not In StageI and not

In StageII else False;
7: repeat
8: if In StageI then
9: Ltotal = Larea;

10: if In StageII then
11: Ltotal = 0.1Larea + Lalg;
12: if In StageIII then
13: Ltotal = 0.1Larea + 0.1Lalg+Lpxl;
14: end if
15: end if
16: end if
17: Optimize Ltotal and then update the weights of three

branches← loss backward;
18: until convergence;

to the beyond-edge errors. Therefore, the beyond-edge loss
ω is given by the number of pixels in P but not in G:

ω = |P \ {P ∩G}| = |P | − |P ∩G| (9)

Obviously, if the predicted mask perfectly correlates with
GT mask boundaries, ω should be zero. when ω > 0, it
means the predicted mask has a beyond-edge error. After-
ward, define B as the set of GT boundary pixels (in dark
green). The pixels that are both in the boundaries of P and
G can be given by P ∩ B (in dark blue), and the proposed
edge-aware pixel loss Lpxl can be formulated as:

Lpxl = −
∑
i

(1 + ζ)(a∗
i log âi + (1− a∗

i ) log(1− âi)) (10)

where ζ = ω if i-th pixel Pi satisfies Pi ∈ P ∩ B for
error pixel prediction, otherwise δ = 0. ai is the i-th pixel
value. In this way, a larger beyond-edge error leads to higher
loss values, producing stronger gradients during backprop-
agation. Additionally, by weighting only the GT boundary
pixels, we implicitly address data imbalance.

⋆ The overall cascade render strategy training procedure
is summarized in Algorithm 1.

5 Experiments
In this section, we conduct extensive experiments to com-
pare our method with other state-of-the-art algorithms fol-
lowed by some relevant analysis about our method.

Datasets and Baselines. We evaluate our R2-Art on Ar-
tImage (Xue et al. 2021), ReArtMix (Liu et al. 2022c), and
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Category Method Modalities Per-part Pose
ADD (mm) ↓ AUC (%) ↑ 3D IoU (%) ↑

Laptop

A-NCSH (Li et al. 2020) RGB + Depth 79.5, 68.3 62.9, 63.3 56.7, 40.2
OMAD (Xue et al. 2021) RGB + Depth 96.2, 93.1 63.2, 62.1 43.5, 24.1

AKBNet (Liu et al. 2022a) RGB + Depth 96.3, 71.3 63.8, 63.4 53.4, 36.8
ContactArt (Zhu et al. 2024) RGB + Depth 49.2, 62.1 71.3, 68.5 66.7, 42.1

R2-Art (Ours) RGB 37.5, 49.2 75.3, 70.3 74.6, 49.2

Eyeglasses

A-NCSH (Li et al. 2020) RGB + Depth 78.3, 452.1, 463.1 65.2, 63.5, 63.0 52.5, 40.2, 39.6
OMAD (Xue et al. 2021) RGB + Depth 86.5, 145.6, 148.3 63.2, 61.5, 61.5 22.8, 20.5, 21.4

AKBNet (Liu et al. 2022a) RGB + Depth 73.5, 453.2, 516.3 62.1, 61.1, 60.8 48.9, 37.8, 36.1
ContactArt (Zhu et al. 2024) RGB + Depth 68.8, 118.1, 121.8 68.1, 66.2, 66.6 55.6. 47.8, 43.8

R2-Art (Ours) RGB 63.4, 103.5, 106.5 71.2, 70.3, 69.5 61.3, 59.3, 58.4

Dishwasher

A-NCSH (Li et al. 2020) RGB + Depth 121.9, 127.8 60.2, 59.6 84.3, 56.2
OMAD (Xue et al. 2021) RGB + Depth 134.5, 143.7 57.8, 56.8 66.5, 38.9

AKBNet (Liu et al. 2022a) RGB + Depth 131.5, 138.5 56.6, 55.8 82.8, 54.6
ContactArt (Zhu et al. 2024) RGB + Depth 95.3, 99.7 63.1, 61.2 54.2, 67.3

R2-Art (Ours) RGB 83.5, 87.5 66.3, 64.5 87.1, 71.3

Scissors

A-NCSH (Li et al. 2020) RGB + Depth 66.3, 70.1 65.2, 64.2 46.5, 44.8
OMAD (Xue et al. 2021) RGB + Depth 71.2, 73.9 62.4, 61.9 35.6, 34.5

AKBNet (Liu et al. 2022a) RGB + Depth 72.1, 74.5 62.2, 61.3 38.3, 37.1
ContactArt (Zhu et al. 2024) RGB + Depth 53.6, 57.8 71.2, 69.9 46.7, 45.0

R2-Art (Ours) RGB 45.6, 48.3 73.5, 72.1 47.5, 45.6

Drawer

A-NCSH (Li et al. 2020) RGB + Depth 101.3, 145.5, 173.6, 143.6 66.3, 63.9, 60.1, 64.5 90.2, 81.5, 78.4, 82.7
OMAD (Xue et al. 2021) RGB + Depth 121.3, 139.5, 188.8, 156.3 65.7, 58.9, 59.3, 63.4 75.8, 73.4, 70.2, 71.3

AKBNet (Liu et al. 2022a) RGB + Depth 98.5, 132.2, 163.6, 138.5 68.8, 62.1 63.5, 62.1 85.9, 78.6, 77.6, 79.0
ContactArt (Zhu et al. 2024) RGB + Depth 81.3, 112.3, 145.8, 113.9 72.3, 63.9, 68.5, 63.2 88.3, 78.6, 76.4, 79.9

R2-Art (Ours) RGB 72.3, 99.3, 126.3, 97.8 78.8, 69.9, 67.8, 71.3 91.3, 82.5, 79.6, 83.5

Table 1: Comparison with state-of-the-arts on ArtImage dataset. The categories laptop, eyeglasses, dishwasher, and scissors
contain only revolute joints, and the drawer category contains only prismatic joints. Note that the best results are highlighted in
bold. The up or down arrows indicate higher or lower values corresponding to better results.

RobotArm (Liu et al. 2022c) datasets, ranging from syn-
thetic to real-world scenarios. For performance compari-
son, we evaluate four RGB + Depth based approaches: A-
NCSH (Li et al. 2020), OMAD (Xue et al. 2021), AKB-
Net (Liu et al. 2022b), and ContactArt (Zhu et al. 2024).
All baselines take colorized 3D point clouds as input while
our R2-Art only requires a single RGB image to estimate
category-level articulation pose.

Implementation Details. During the data pre-processing,
the input RGB images are scaled into 224×224 resolution
and the prior point clouds are downsampled into 2,048
points. The number of total training epochs is 200. All the
experiments are implemented on an NVIDIA GeForce RTX
3090 GPU with 24GB memory.

5.1 Comparison with the SOTA Methods
We compare our results with the classical methods in the
synthetic dataset ArtImage to verify the effectiveness of our
R2-Art. The quantitative results are shown in Tab. 1. Over-
all, we get the best pose estimation result lies in category
laptop, with 37.5mm,49.2mm for ADD. This can be ex-
plained by the proposed cascade render strategy can outper-
form objects with similar size and shape at per-part level.
Moving to the 3D IoU metric, our prediction errors are sig-
nificantly better at each part compared to the OMAD and
AKBNet. More importantly, compared with the classic ar-
ticulated pose estimation method A-NCSH, our method also
beats it with 42.0mm,19.1mm regarding laptop. Besides,
qualitative results are also provided for better comparison
in Fig. 4 (left), we can conclude that our prediction keeps

Index Cascade Render Strategy? ADD (mm) AUC (%)Area Alignment Pixel

I 180.5 51.2
II ✓ 148.2 57.4
III ✓ ✓ 120.5 67.2
IV ✓ ✓ ✓ 105.6 69.9

Table 2: Ablation Study. It is noted that experiments are con-
ducted on the category Drawer.

more in step with GT compared to the state-of-the-art. The
quality improvement achieved by R2-Art is attributable to
the effective utilization of the decoupled pose representation
and joint-centric modeling strategy.

5.2 Ablation Study
Cascade Render Strategy. As mentioned in Sec. 4.3, we
use a cascade render strategy for pose optimization. Ab-
lation experiments are conducted to investigate the impact
of losses at different stages on performance. Note the cate-
gory drawer is chosen for validation since it is representa-
tive due to the most complex structure in ArtImage. Results
are shown in Tab. 2 (I-IV). We can conclude that: 1) Com-
pared with I and IV, the latter outperforms the former by
74.9mm on ADD error. The necessity of our cascaded strat-
egy has been validated, as it significantly improves perfor-
mance. 2) Compared with I to III, the loss at each stage con-
tinuously improves performance indeed, progressively ap-
proaching the results of the GT mask. This validates the ra-
tionality behind the cascade render strategy.
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Figure 4: Qualitative results on the synthetic dataset (left) and semi-synthetic scenario (right). It is noted that the left is ArtImage
and the right is ReArtMix.

Category Method Per-part Pose
ADD (mm) AUC (%) 3D IOU(%)

Box A-NCSH (Li et al. 2020) 80.2, 85.1 62.4, 55.6 62.1, 59.3
R2-Art (Ours) 30.2, 37.2 78.3, 76.2 80.2, 81.3

Stapler A-NCSH (Li et al. 2020) 75.6, 90.2 66.5, 55.1 40.1, 35.6
R2-Art (Ours) 43.6, 48.5 74.2, 72.5 88.8, 79.5

Cutter A-NCSH (Li et al. 2020) 91.4, 95.6 58.6, 55.7 38.5, 36.2
R2-Art (Ours) 33.3, 39.3 80.3, 79.7 88.2, 87.7

Scissors A-NCSH (Li et al. 2020) 100.3, 99.2 58.2, 59.6 37.5, 34.9
R2-Art (Ours) 69.6, 70.2 79.6, 75.2 69.9, 67.2

Drawer A-NCSH (Li et al. 2020) 95.2, 89.8 64.5, 58.9 62.3, 59.2
R2-Art (Ours) 35.3, 47.3 76.6, 82.9 84.3, 81.2

Table 3: Pose estimating results on ReArtMix dataset.

5.3 Generalization Capacity
Experiments on Semi-Synthetic Scenarios. We assess
our method for dataset ReArtMix, which incorporates semi-
synthetic scenarios. The detailed results are shown in Tab. 3.
Our method shows the best performance on category Box
with only 30.2mm, 37.2mm ADD error, and 78.3%, 76.2%
AUC. This can be explained by that the small-size objects
might be easier to be optimized by our cascade render strat-
egy. We show the qualitative results of the five categories in
Fig. 4 (Right).

Experiments on Real-world Scenarios. We also train
and evaluate R2-Art using the 7-part RobotArm dataset in
real-world scenarios. Note that the baseline (A-NCSH) is
trained on RGB-D images, whereas our method is trained
solely on RGB images. As shown in the quantitative re-
sults (Tab. 4), our method performs well in estimating per-
part poses, achieving an average ADD error of 46mm and
68% AUC across parts 1 to 7. Additionally, compared to
the baseline, R2-Art improves pose estimation performance
with ADD errors of 37.6mm, 39.2mm, and 45.3mm. Al-
though accumulative errors are observed in deeper multi-
depth structures (5-th, 6-th, and 7-th parts), our method re-
mains more robust than the baseline as the kinematic struc-
ture deepens, leading to more pronounced accumulative er-
rors. The qualitative results are shown in Fig. 5.

6 Conclusion
In this work, the main focus is to study category-level artic-
ulation pose estimation with a single RGB image. To deal
with the C-RAPE problem, we propose the R2-Art frame-

Per-part ADD (mm)
Part ID 1 2 3 4 5 6 7

A-NCSH (Li et al. 2020) 57.6 62.2 69.7 75.5 83.2 89.4 96.9
R2-Art (Ours) 37.6 39.2 45.3 45.6 48.9 52.6 60.8

Per-part AUC (%)
Part ID 1 2 3 4 5 6 7

A-NCSH (Li et al. 2020) 72.8 69.2 67.2 63.4 59.6 58.3 54.4
R2-Art (Ours) 80.2 75.6 72.3 69.9 64.2 62.5 59.2

Table 4: Quantitative results on RobotArm dataset.

Figure 5: Qualitative results on 7-part RobotArm dataset.

work, which seamlessly integrates the observed 2D RGB
image to cope with this task without the necessity of depth
input for pose estimation during inference. Our framework
introduces a decoupled pose representation and explicitly
regresses the depth. Considering the kinematic constraints,
we propose a customized joint-centric modeling method
to alleviate the self-occlusion problems. To further refine
the predicted pose, we elaborate a cascade render strategy
with a stage-wise stricter optimization. Experimental results
demonstrate that our method not only achieves state-of-the-
art pose estimation performance on the synthetic dataset (Ar-
tImage) but also exhibits strong generalization capabilities
on semi-synthetic (ReArtMix) and real-world articulated ob-
ject datasets (RobotArm).
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