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A B S T R A C T   

Due to cost-effectiveness and efficient automation, image analytic based automatic pest monitoring techniques 
are widely utilized in specialized control of pests in the agricultural crops industry. They could achieve good 
recognition performance in certain species of pests in site-specific environment, but are sensitive to content and 
characteristics of image like appearance variances and clustered background. For pests with small size and 
indistinct features like rice planthopper, it is hard to manually and timely select suitable features. In this paper, 
we propose an effective CNN based automatic hand-held mobile pest monitoring system to detect and count rice 
planthoppers. A rice planthopper search network (RPSN) approach is proposed for automatically extracting 
multiple high-quality proposal regions from large-scale pest images with tiny objects. Additionally, sensitive 
score matrix (SSM) is employed to further enhance the performance of classification and bounding box regres-
sion. The experimental results under the proposed approaches evaluating three types of density pest images show 
that our system performs well on detecting rice planthoppers in non-specific wild environment with recognition 
recall up to 91% in industrial circumstance, which outweighs the state-of-the art approaches.   

1. Introduction 

Specialized pest control and effective disease prevention for crops 
industry is always a highly-priority agricultural issue in all over the 
world, especially in many developing countries (Santangelo, 2018). In 
order to effectively inspect and prevent the occurrence of pests, many 
advanced technological solutions have been developed and applied in 
nowadays agricultural crop industry, like novel chemical pesticides 
(Bures et al., 2006), image analytic systems (Liu et al., 2017), automatic 
adjustable spraying device (Berenstein and Edan, 2018), remote sensing 
(Luo et al., 2013), etc. Due to great cost-effectiveness and efficient 
automation, image analytic based pest monitoring approaches are 
widely utilized in practical crops monitoring systems. Typically, their 
applications need to employ either hand-held or stationary pest moni-
toring devices in the fields for collecting massive pest image datasets, 
and then apply advanced image processing algorithms (Ding and Taylor, 
2016; Zayas and Flinn, 1998; Cho et al., 2007; Wang et al., 2013; Aragón 
et al., 2014; Wu et al., 2014; Yan et al., 2017; Enes et al., 2020) to 
automatically detect and recognize pest associated image data for 

supporting decision-making and prediction in various agriculture ap-
plications. But these two types of pest monitoring facilities are usually 
utilized into different working environment towards different species of 
pests. 

Stationary based pest monitoring approaches are based on the use of 
insect trap conveniently spread over the specified control area and 
applying hand-crafted high-quality features and advanced image pro-
cessing algorithms in processing these trap images. They perform well in 
detection and classification of certain type of pest in site-specific envi-
ronments. But the quality of features is driven by many factors like 
illumination, movement of the trap, decay or damage to the insect, etc. 
The manual selection of suitable features among these trap images is a 
time-consuming and laborious task. Also, considering the cost of hard-
ware deployment, stationary based automatic pest monitoring systems 
are mostly utilized into small or middle scale site-specific environments. 

For non-site-specific wild environment, hand-held device based pest 
monitoring approaches are more cost-effective and flexible than sta-
tionary ones. But their image quality is usually worse and complex than 
the trap images, which contains some pest with small size and indistinct 
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features. Many researchers have done some work in this field. Wang 
et al. (2013) presents a mobile smart device based vegetable disease and 
insect pest recognition method with region-labelling based pest extrac-
tion and morphology based object separation algorithms. They get good 
recognition performance with high efficiency, but only work in simple 
vegetable disease and insect. Similarly, Aragón et al. (2014) presents a 
method that uses Mahalanobis distance in the detection of pests. It ex-
aggerates the role of small variables and is easily influenced by the 
environment. Aforementioned researches have shown that combining 
multiple complementary features such as texture, color, shape and 
spatial distance is more valuable than single features in detecting pests. 
While above advanced image processing techniques in mobile pest 
monitoring applications enable great success in recognition and classi-
fication of certain type of insect, one key limitation of these approaches 
appears that most researchers focus on increasing the recognition per-
formance of certain type of insect by manually introducing new features 
or employing new machine learning algorithms, yet paying more at-
tentions on developing practical useful and robust automatic pest 
monitoring systems. In general, due to the numerous similarities be-
tween pest feature and environment texture in real application scenarios 
like non-specific wild environment, it is challenging to manually and 
timely select suitable hand-crafted features among various pest images 
and address this issue through traditional methods, so that there is a 
trade-off between recognition performance and efficiency on many 
hand-held or mobile pest monitoring systems. 

Recent developments in deep learning technology help us handle 
these problems (Deutsch and He, 2018; Pourbabaee et al., 2017; Yaseen 
et al., 2018). Instead of using hand-crafted features to recognize objects, 
Convolutional Neural Network (CNN) extracts feature from the highly 
semantic information from the raw image without using manual feature, 
which address the issues that conventional methods are difficult to 
obtain complex hand-crafted features in the unstructured environment 
(Girshick et al., 2014; Xiao et al., 2012). Inspired by this, this paper 
attempts to investigate the possibilities of solving in-field pest detection 
problem by CNN methods and improve performance and efficiency of 
automatic smartphone or mobile pest monitoring system in non-site- 
specific environments with innovative CNN techniques. Existing CNN 
method always attempts to search objects by sliding windows through 
each pixel, but this method is disturbed by some noises in the field. Some 
traditional methods point out that the local features are helpful to solve 
this issue. Inspired by this, we consider to bind the local information of 
the object to the specific CNN channel, therefore, the different CNN 
channel can learn the local feature of the object. Particularly, we target 
at large-scale insect pest with small size in wild environment and use rice 
planthopper as a case. 

Thus, in this paper, we propose an effective CNN based automatic 
mobile pest monitoring system to accurately detect and count rice 
planthoppers. This system is built on 15 years term of industrial-level 
multiple insects’ data with over 5 million images. This system first 
proposes a rice planthopper search network (RPSN) under CNN archi-
tecture for automatic extraction of rice planthopper region and features. 
Then we design a sensitive score matrix (SSM) to effectively integrate 
the features of different local position in a rice planthopper and the 
regions obtained in the first stage are fine-tuned. Besides, the number of 
rice planthoppers is counted. The experimental results under the pro-
posed approaches evaluating three types of density pest images show 
that our system performs well on detecting rice planthoppers in non- 
specific wild environment and improves greatly compared with the 
traditional computer vision method and human annotations. The major 
contributions of this paper are as follows:  

(1) A novel convolutional neural network based automatic hand-held 
mobile pest monitoring system for non-specific-site environment 
is designed and developed. This system enables accurately and 
effectively detect and count rice planthopper in the wild 
environment.  

(2) A rice planthopper search network (RPSN) approach integrating 
with a new sensitive score matrix (SSM) is proposed for auto-
matically extracting multiple high-quality local features from 
large-scale pest images with tiny objects, and fusing them with 
better recognition performance.  

(3) A comprehensive and in-depth experimental evaluation on 
practical industry level large-scale practical real wild environ-
ment dataset (over 15 years over 5 million) is provided for veri-
fying the usefulness and robustness of proposed system and 
approaches. 

The rest of the paper is organized as follows. Section 2 presents 
related work. Section 3 give an overview to our pest monitoring system 
and the technical details of our system are introduced in Section 4. Then 
Section 5 describe the system implementation and discuss the experi-
mental results. Finally, we conclude this paper in Section 6. 

2. Related work 

Typical approaches for pest recognition focus on agricultural object 
identification using either computer vision or image processing for in-
sects and plants, including two key stages (Dyrmann et al., 2016): (1) 
feature extraction that extracts information as feature vectors from im-
ages. (2) pattern recognition that trains a model to classify categories of 
input images. Some researchers used branch length similarity (BLS) 
entropy calculated from the shape of butterfly as the basis to identify the 
butterfly by neural network (Kang et al., 2012). To address the limita-
tions of single feature, they improve the effect of algorithm by 
combining butterfly shape viewed from different angles (Kang et al., 
2014). Xia et al. (2014) identified and classified the three common pest 
species collected in the greenhouse with color features extracted by 
Mahalanobis distance. Bearup et al. (2015) proposed a mean-field 
mathematical model of pest trapping based on diffusion equation to 
detect and count the pests in the trap. In addition, there are many lit-
eratures (Wen et al., 2015; Liu et al., 2016a; Liu et al., 2016b; Espinoza 
et al., 2016; Ding and Taylor, 2016; Sun et al., 2017; Ebrahimi et al., 
2017) focusing on constructing the insect appearance models through 
some local features. However, these detection methods would likely take 
up large computing resources resulting in poor performance on highly 
similar pests because these local features are sensitive to changes in 
translation, rotation and scale. 

Although the aforementioned pest detection systems had great 
progress, most of them adopted image derived from trap with high- 
intensity lighting and fixed position. Another disadvantage is that 
most features (such as color, texture, HOG, Gabor and Scale Invariant 
Feature Transform (SIFT)) used in these models are hand-crafted, which 
leads to the difficulty in detecting pest images from certain angles and 
views. 

Fortunately, CNN can tackle these problems by extracting semantic 
information from images, which means we don’t need to design pest 
features in complicated environments. Compared to the majority of 
previous image processing algorithms, convolutional neural network is 
able to extract global features and local features from the original image 
to recognize pests. In this case, convolutional neural network has been 
applied successfully in face recognition (Taigman et al., 2014; Schroff 
et al., 2015), plant recognition (Grinblat et al., 2016; Dyrmann et al., 
2016; Lu et al., 2017), general object detection (Do et al., 2017; Hou 
et al., 2017) as well as pest detection under simple and stationary de-
vices (Liu et al., 2019; Loris et al., 2020) and achieved state-of-the-art 
performance. These convolutional neural network methods originate 
from a pioneering work on object detection (Redmon et al., 2016), 
which proposed capability of selective search as well as feature extrac-
tion in convolutional neural network and achieved the good recognition 
performance. Besides, deep CNN architecture could achieve automatic 
feature extraction. 

However, in terms of conventional CNN methods, they try to employ 
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the fixed scale cell to match all targets, which is not appropriate for pest 
detection caused by the size of pests varies greatly at growth phase 
(Redmon et al., 2016). In addition, the fixed scale cell in CNN could 
extract false positive proposal regions. Yu et al. (2016) employs iou loss 
to remove these false positive samples by calculating the difference 
between the sliding window and the target, but it is difficult to ignore 
the impact of noise in the unstructured environment. Thus, we attempt 
to investigate the possibilities of solving in-field pest detection problem 
by CNN methods and propose an automatic hand-held mobile pest 
detection system based on deep CNN architecture targeting at the tiny 
size pest in wild environment. 

3. System overview 

The proposed system work was inspired on using ‘sliding window’ in 
convolutional neural network (CNN) for insect classification and pro-
poses a region-based CNN detection technique for Rice Planthopper 
detection shown in Fig. 1, in which the components surrounded by red 
bold dotted box will go through the prior training phase on training 
images before test phase. 

In addition, we design an image capture equipment to build our task- 
specific dataset Rice Planthopper Dataset in Anhui 2018 (RPDA2018) 
involving 10,267 rice planthoppers with 11 different challenging envi-
ronments, and some of insects’ images are shown in Fig. 2. Note that 
these sample images are partially taken from images of our dataset. 
Images are firstly input into a CNN backbone and the output is so-called 
’feature maps’. Then our system employs Rice Planthopper Search 
Network (RPSN) to compute probability rice planthopper regions for 
each feature map. These regions could distinguish roughly between in-
sects and non-insects so they indicate potential insects’ positions. 

At the second stage, the sensitive score matrix is created to detect and 
fine-tune the rice planthopper. In many other pest detection systems, 
feature extraction for complete pest lead to poor performance which is 
caused by the similarity of texture, shape and color of pest. Inspired by 
the research of image segmentation algorithm, firstly, regions obtained 
from the first stage are divided into several parts. Meanwhile, data 
dimensionality of each part is reduced to avoid affection of noise, thus 
improving the robustness of the system. Then, the sensitive score matrix 
is calculated which represents the confidence score of each part of region 
corresponding to each position of pest. Finally, detection results are 
voted by scores of each position. 

4. Materials and methods 

4.1. Rice planthopper dataset in Anhui 2018 (RPDA 2018) 

For agriculture insect identification, there exist a few open databases 
released such as Butterfly Dataset. However, to our best knowledge, few 
suitable datasets that cover in-field insects are released while our pur-
pose is to detect rice planthopper in different kinds of environments. As 
a result, we establish a database for our rice planthopper detection task. 
This system is built on 15 years term of industrial-level multiple insects’ 
data with over 5 million images datasets. The equipment for capturing 
images of multiple insects is designed in our task shown in Fig. 3. 

The in-field rice planthopper images analyzed in this paper were 
collected in the Anhui province, a typical rice-producing region in 
China. All the images were captured by independent research and 
development device called rice planthopper intelligent collection 
equipment, whose structure and usage are shown in Fig. 3 as well as 
Fig. 4. As for image acquisition, CCD camera whose parameters were set 
to 4 mm focal length with an aperture of f/3.3. It should be noted that 
only one RGB color image (1440*1080) from each time series is labelled 
and used in this paper, therefore the labelled rice planthopper are 
unique. 

Through the use of rice planthopper intelligent collection equipment, 
we collect numerous rice planthopper images with 10,267 rice plan-
thoppers, and record the temperature, humidity and geographic infor-
mation of rice planthopper images. The rice planthopper images 
collected in Anhui Province is named as rice planthopper dataset in 
Anhui 2018(RPDA2018). Note the fact that RPDA2018 has been 
randomly divided into 10 folds, where nine-tenths are used as training 
set while the residual part is used as test set. 

4.2. Rice planthopper search network (RPSN) 

Our detection architecture is a region-based CNN method, in which 
the propose RPSN module is employed to search potential locations of 
pest that follows base CNN module. In terms of conventional CNN 
methods e.g. selective search and edge boxes, they try to employ the 
fixed scale cell to match all targets, which is not appropriate for pest 
detection caused by the size of pests varies greatly at growth phase. 
Indeed, the proposed RPSN establishes sliding windows of different 
scales on each pixel in the image instead of simple grid, which is more 
likely to search each object. We first calculate the category to which the 
sliding window belongs, if sliding window belongs to the object, we 
need to further compute the regression parameters of bounding box. The 
object in the image collected by hand-held equipment can be retrieved 
completely, and the misdetection of pests in unstructured environment 

Fig. 1. Technical pipeline of our system architecture.  
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can be reduced. 
As shown in Fig. 5, for each pixel in the feature map which fed into 

RPSN, numerous sliding window is placed to search rice planthopper. 
Generally, we use 3 different aspect ratios of {1 × 1, 1 × 2 and 2 × 1} 
and scales of {32px, 64 px and 128 px} by experience which also mean 3 
× 3 rice planthopper regions are predicted for a single pixel. For a 
feature map of a size w*h in convolutional layer, there are totally 3 × 3 

× w × h rice planthopper regions. The shape of these sliding windows is 
between (32px, 32px) and (256px, 128px). 

In the training stage, the overlap ratios (IoU) between predicted 
sliding windows and ground truth in the training set are calculated. 
Once the IoU greater than a given threshold thr, the sliding window is 
considered as a correct proposal region, whose classification score 
should be supervised to 1. The rest of the samples fail to detect pests and 
their classification scores should be set to 0. Additionally, the pest 
location regression for those correct proposal regions could be obtained 
as shown below: 

ΔX = (Xreal − Xpredict)/Xpredict
ΔY = (Yreal − Ypredict)/Ypredict  

ΔW = log
(
Wreal/Wpredict

)

ΔH = log
(
Hreal/Hpredict

)

where Xpredict, Ypredict, Wpredict and Hpredict indicate the centerness and scale 
of predicted rice planthopper region. Xreal, Yreal, Wreal and Hreal denote 
the location of ground truth. 

The classification and regression for rice planthopper are accom-
plished in the box-classification layer as well as box- regression layer in 
Fig. 5. Generally, the number of sliding windows in feature map is 
donated as k. Therefore, 4 k coordinates (Xpredict, Ypredict, Wpredict and 
Hpredict) of predicted rice planthopper regions are produced by box- 
regression layer and k scores (possibility of rice planthopper) are 
outputted by box-classification layer. 

Fig. 2. Some typical challenges in the rice planthopper detection.  

Fig. 3. Rice planthopper intelligent collection equipment. (1) CCD camera; (2) soil moisture sensor; (3) ambient temperature and humidity sensor; (4) carbon fiber 
telescopic rod; (5) mobile client; (6) global positioning system. 

Fig. 4. The usage of rice planthopper intelligent collection equipment in 
the field. 
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4.3. Sensitive score matrix (SSM) 

Generally, in RPSN module, we iterate through each pixel and 
establish the sliding window in order to reduce the false negatives in 
unstructured environment. However, it leads to a large number of false 
positives in proposal regions to some extent and reduces the classifica-
tion effect of proposal regions. Thus, we need to further confirm the 
classification results and refine the bounding box of these proposal 
regions. 

Specifically, after getting the proposal regions of rice planthopper 
from RPSN, position-sensitive feature maps are constructed by r2(c + 1)- 
channel convolutional layer as shown in Fig. 6, in which c + 1 and r 
denotes the number of classes (c classes object and background) and the 
shape of kernel, respectively. Each channel in the position-sensitive 
feature map is sensitive to the corresponding position of the object 
after learning to identify rice planthopper. For instance, the last c + 1 
channels (deep blue block) in Fig. 6 is sensitive to the top-left region, 
while the first c + 1 channels (red block) at the front is sensitive to the 
bottom-right region. After that, our sensitive score matrix is obtain in 
which each block responses from one position-sensitive feature map by 
RoI pooling (Girshick, 2015). 

Due to the fact that the network has one-to-one mapping of local 
sensitive score in SSM to local position-sensitive feature map, SSM is a 
matrix with r2r × r × (c+1) bins. For sensitive score matrix of a size w’ ×

h’, in which each block is of a size w’/r × h’/r Here sensitive score matrix 
represent the confidence score of local patches in feature map corre-
sponds to different positions of rice planthopper as described earlier. 

In order to obtain the final classification result, we need to aggregate 
features in sensitive score matrix. SSM vote on each rice planthopper 
proposal regions by global average pooling on the r2 position-sensitive 
scores, which produce c + 1 classification confidence for each rice 
planthopper proposal regions. 

We also address the issue about proposal region regression of rice 
planthopper in a similar approach. The only difference between 

bounding-box regression process and classification process in rice 
planthopper images is that bounding-box has four dimensionality which 
are position of center point (X, Y) and scale of bounding-box (W, H). For 
one specific sliding window generated by RPSN, therefore, we obtain 
4r2(c + 1)-channel feature as the parameters of bounding box. By RoI 
pooling on position sensitive score map and global average pooling SSM, 
4(c + 1) regression predictions are produced. Rice planthopper is 
selected as the object in our case, so that c = 1 and 8 regression pre-
dictions are obtained. Note that half of them are location which super-
vised to ground truth, and rest of labels do not need to calculate because 
they belong to negative samples (background). Similar to the regression 
process in RPSN, 4 boundary prediction for each bin is defined as V =

(VX,VY ,VW,VH), in which (VX,VY) denotes the center point difference 
between the prediction and ground truth and (VW,VH) demonstrates the 
scaling of width as well as height. 

5. Experimental results and discussion 

5.1. Experimental settings 

In order to verify that our method could be used in our dataset for 
detecting insects, we build some experiments to evaluate the perfor-
mance of our model. Our codes are based on Caffe with Python API and 
run on a GeForce GTX TITAN X GPU. Some experiment details are given 
in this section. The RMSprop is chosen as our optimizer with momentum 
0.9, which updates parameters based on one mini-batch at each itera-
tion. This optimizer could partly keep the update gradient at previous 
iteration and fine-tune the final gradient considering the current mini- 
batch. In order to avoid over-fitting problem, we utilize dropout 
method with 0.5 dropout rate as well as early-stopping strategy to select 
the best training iteration. As to learning rate policy, ’step’ strategy is 
applied in gradient descent, in which we initialize learning rate to 0.001 
and the learning rate will be divided by 10 per 50,000 iterations. In 
addition, mini-batch size is set to 1 and the number of region proposals 
of every training example is at least 128. During training phase, we 
adopt approximate joint training strategy to speed up the training pro-
cess, which trains the RPSN module jointly with the SSM module. 

Here, positive patches refer to patches which are labeled by insect 
experts manually, while negative patches are considered as the area 
without rice planthoppers. It is obvious that the area without rice 
planthoppers is much larger than that containing rice planthoppers. 
Therefore, we set the appropriate threshold to obtain negative samples, 
whose amount roughly matches that of positive samples. Fig. 7 shows 
positive patches and negative patches extracted from the training set. 

Before training our model, we utilize some data augmentation stra-
tegies to expand the data diversity. Firstly, considering the variability of 
the shooting angle and the rotation invariability of the plant images, we 
rotate and flip the original images with unchanging image resolution. 
We horizontally and vertically flip the raw images to obtain the other 2- 
fold images as well as the use of image rotation results in 7-fold increase 
at data diversity (image is rotated by 45 degree at each time). Therefore, 

Fig. 5. Pipeline of Rice Planthopper Search Network.  

Fig. 6. Processing pipeline of constructing sensitive score matrix (SSM).  
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a total of 24-fold plant images can be obtained. Additionally, the 
captured plant images are cropped into different sizes which could 
further enlarge the data diversity. 

We consider the modified ZF, VGG-16, ResNet-50 and ResNet-101 
(Robinson et al., 2007; Zeiler and Fergus, 2014; Simonyan and Zisser-
man, 2014; He et al., 2016) as our backbone models. Note that we 
remove the fully connection layer and softmax regression of these net-
works. Moreover, we adopt RPSN and SSM to improve the effectiveness 
of these four conventional CNN models. The pre-trained models of four 
baseline architectures are trained on the ImageNet ILSVRC2012. 

For a given image of rice with rice planthoppers, the performance of 
the experiment is evaluated by precision and recall from results which 
obtained from experiment. For a given threshold thr in RPSN, the 
description of evaluation metrics is defined as: 

TruePositiveAmount(TP)thr = Npred s.t.IoU(pred, gt) ≥ thr
FalsePositiveAmount(FP)thr = Npred s.t.IoU(pred, gt) < thr
FalseNegativeAmount(FN)thr = Ngt s.t.IoU(pred, gt) < thr  

precisionthr =
TPthr

TPthr + FPthr
recallthr =

TPthr

TPthr + FNthr  

mAP =

∫1

0

precisionthrd(recallthr)

where Npred and Ngt denote the amount of prediction and object 
bounding box. Generally, as a hyperparameters in CNN, domain defi-
nition of threshold thr can be selected between 0 and 1. By recording 
precision and recall under each threshold in RPSN, the precision-recall 
curve is plotted which represents the balance between precision and 
recall. We used mean average precision (mAP) to precisely measure the 
performance of the method, the higher the precision for a certain recall, 
the better the model performance. mAP is calculated by the formula: 

5.2. Result analysis 

Fig. 8 corresponds to tendency of training loss as the iterations of 
model increases (Tabor and Spurek, 2014). One can observe that the loss 
of our system tends to the minimum after 40 K iterations and remains in 
the subsequent iterations. In order to obtain the mAP as high as possible 
without over-fitting the network, the training stage was stopped at 40 K 
iterations and each model is recorded every 10 K iterations to reduce the 
huge memory footprint of too many models. Fig. 9 shows the precision- 
recall curve and performance comparison for different convolutional 

(a) Positive patches                              (b) Negative patches 

Fig. 7. Positive patches and negative patches used in our experiments.  

Fig. 8. Training loss of four modules used in our experiments.  
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neural network models. Different blocks in Fig. 9 represent the different 
architectures. The ‘ResNet-50’, ‘ResNet-101’, ‘ZF’ and ‘VGG’ are four 
baseline CNN models. ‘RPSN’ as well as ‘SSM’ are our proposed method 
mentioned in Section IV and ‘AUG’ indicates the mirrored rotational 
augmentation used in data augmentation. Precision-recall curve dem-
onstrates the performance of the system when a trade-off between pre-
cision and recall. Obviously, the closer this curve is to the upper right 
corner the better. As can be seen from Fig. 9, CNN models with RPSN and 
SSM (our method) have the optimal effect and greatly improvement 
compared with other algorithms. 

In order to illustrate the performance of each algorithm more clearly, 
the mAP and operation time of each model are shown in Table 1. We 
firstly observe the results of four baseline CNN models with RPSN and 
SSM (our method) and conventional CNN models. Our method based on 
ResNet-101, ResNet-50, ZF and VGG could improve the mAP by 
14.5%,18.6%, 13.4% and 8.8% respectively compared to those CNN 
backbones without our method. Then, in terms of different baseline 
architecture with our method, ResNet-101 and ResNet-50 improve the 
mAP by 7.6% and 4.7% compared to ZF and VGG, respectively. 

Moreover, from the depth of the architecture perspective, the mAP of 
ResNet-50 + RPSN + SSM is 0.1% higher than that of ResNet-101 +
RPSN + SSM, which indicate the weak influence caused by the depth of 
the architecture. In addition, we also explore the effectiveness of data 

augmentation on detection performance by using (1) mirrored rota-
tional augmentation and (2) no augmentation. The results in Table 1 
show that the augmentation obviously improves the performance 
compared to no augmentation at all. 

We also evaluate the operating speed of the proposed approach, as 
shown in Table 1. Fortunately, we can observe that the proposed method 
maintains operating speed even when RPSN and SSM are associated for 
improving the effectiveness of CNN models. All architectures used in our 
method can detect a rice planthopper image less than 0.2 s, including 
ResNet-50 and ZF which spend less than 0.1 s detecting rice 
planthopper. 

Furthermore, we compare the performance of the algorithm in this 
paper with other state-of-the-art deep learning methods in Table 2. One 
can observe that our mAP is raised to 57.4%, whereas the mAP with 
Faster RCNN is only 56.3% even with ResNet-101. Besides, proposed 
method performs better than other state-of-the-art CNN models 
including YOLOv3 and SSD. In-field rice planthopper detection is diffi-
cult, the reason that our algorithm can exceed other state-of-the-art al-
gorithms is that our method employs the local features in the field, 
which makes our RPSN with SSM can search the rice planthopper target 
where large numbers of local features are present even if RPSN does not 
provide the high confidence. 

5.3. Feature visualization 

In order to better describe what is learned by our models, Fig. 10 
shows the feature maps after feature extraction by ResNet-50 + RPSN +
SSM. Note that a pixel in each feature map is a rectified activation, the 
brighter the feature map is, the higher the activation value of the pixel 

Fig. 9. Precision-recall curve for different models.  

Table 1 
mAP and operating speed for different models.  

Backbone Data 
Augmentation 

RPSN +
SSM 

mAP Operating speed 
(second/image) 

ResNet- 
101   

0.394 0.126  
√ 0.529 0.129 

√  0.428 0.138 
√ √ 0.573 0.141  

ResNet-50   0.366 0.096  
√ 0.525 0.097 

√  0.388 0.096 
√ √ 0.574 0.095  

ZF   0.359 0.054  
√ 0.428 0.043 

√  0.364 0.051 
√ √ 0.498 0.048  

VGG   0.412 0.133  
√ 0.488 0.118 

√  0.439 0.14 
√ √ 0.527 0.116  

Table 2 
Performance comparison with other prevalent object detection methods.  

Backbone Methods mAP 

ResNet-101 RPSN + SSM 0.573 
ResNet-50 RPSN + SSM 0.574 
ZF RPSN + SSM 0.498 
VGG RPSN + SSM 0.527 
VGG SSD512 0.472 
VGG SSD300 0.433 
ResNet-50 SSD512 0.479 
ResNet-50 SSD300 0.445 
DarkNet-53 YOLOv3 0.495 
ResNet-101 Faster RCNN 0.563 
ResNet-50 Faster RCNN 0.552  
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turns into in the feature map. As we can see in the Fig. 10(a), many 
features of the original image, such as space feature, texture feature and 
color feature are activated in the feature maps. Furthermore, Fig. 10(b) 

illustrates the pixels in rice planthopper are activated in some feature 
maps, which is an important reason that our model can detect the rice 
planthopper. This feature visualization can demonstrate what is learned 
by our architecture. 

Fig. 11 shows all channels in position-sensitive maps. White color 
indicates that the pixels in this area are activated. The part in red dotted 
box shows the activation for background pixels and the image with 
activated pixels of rice planthopper are embedded in the bottom yellow 
dotted box. In this paper, feature maps are divided into grid at r2 = 72 =
49 grids, the number of channels in each color block is c + 1 = 2, 
therefore, r2(c + 1) = 98 channels are captured in position-sensitive 
maps. We can observe that half the channels represent the extraction 
of the background content of the image, and a large number of image 
background pixels are activated, while the pixels belonging to the rice 
planthopper region are not activated. Meanwhile, the remaining 49 
images represent the extraction of rice planthoppers in the image. It is 
obvious that almost all the pixels involved in the rice planthopper are 
activated, whose areas are filled with white color. 

5.4. Results demonstrations 

In order to show the performance of counting results better, 
RPDA2018 is divided into low-density images, medium-density images 
and high-density images on the basis of the number of rice planthopper 
in the image. An image of less than 5 rice planthoppers is considered as 
low-density image, while high-density images contain more than 30 rice 
planthoppers, and the left images are medium-density images. The pa-
rameters for the distribution of RPDA2018 are strictly calculated to 
ensure that the number of images in different densities is roughly the 
same. Some demos of rice planthopper detection results by ResNet-50 +
RPSN + SSM are showed in Fig. 12. ‘rp’ is the abbreviation of rice 
planthopper in detection results, and the number after ‘rp’ is the con-
fidence level which architecture considers the object is the rice plan-
thopper. The white boxes show the rice planthoppers in the images 
while the red boxes represent the detection results of the method pro-
posed in this paper. 

Table 3 illustrates the counting results of different densities images 
with threshold = 0.5/0.8 in RPSN. The rice planthopper images with 
high-density achieved the best performance at precision and recall when 
threshold equals to 0.5. Another two types of rice planthopper images 
also have great counting results based on ResNet-50 + RPSN + SSM 
model. After re-observing the experimental results of rice planthopper 
images with different densities, we found that part of bounding box and 
ground truth did not match well due to the low threshold in RPSN, which 

(a) rice texture activated in the feature map 

(b) rice planthopper activated in the feature map 

Fig. 10. Visualization of feature maps in the process of training ResNet-50 +
RPSN + SSM model by RPDA2018. 

Fig. 11. Position-sensitive maps in trained RPDA2018 based on ResNet-50 + RPSN + SSM model.  
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means that there are slight deviations. Some prediction boxes on high- 
density images can be matched to another rice planthopper due to the 
high-density, while on low-density data, such offset prediction boxes 
will be considered as False positive samples, which means it is not rice 
planthopper, but predicted as rice planthopper. Therefore, if we set a 
higher threshold (0.8) in RPSN, the counting performance gap between 

those three different density images will decrease. 

5.5. Real time analysis 

Real-time performance investigation also shows a dramatic 
improvement on both training and test phase as our method could detect 
and count the rice planthopper faster comparing to human annotation 
(Table 4). In terms of real time analysis, the detection time of our system 
is the mean value calculated from a large number of experimental re-
sults. Similarly, the time cost of manual detection and counting is 
measured several times when our agricultural experts detect and count 
rice planthopper in the field. Therefore, the credibility of our real time 
analysis is guaranteed. The detection speed of our models (see Table 1), 
no matter shallow or deep networks, could far exceed human detection, 
which is a laborious work. Therefore, our system could be replaced with 
manual detection in practical agriculture circumstance. 

6. Conclusion and future work 

In this work we propose a hand-held mobile pest monitoring system 
for rice planthopper based on convolutional network, which aims to 
automatically identify the rice planthopper in the non-site-specific wild 
environment. The system adopting the end-to-end strategy can be used 
to process the rice planthopper image without any pre-processing before 
the training on enough rice planthopper samples. Our system has suc-
cessfully realized the automatic extraction and fusion of high-quality 
features, which performs well on small size pest detection. Besides, 
four different convolutional neural network architectures are exploited 
to perform the rice planthopper detection on RPDA2018 which formed 
by images photographed in the field. Experimental results show that our 
proposed system could deliver an average recall up to 91% over three 
types of image intensity in industrial circumstance, which outweighs the 
state-of-the art approaches. Experiments on RPDA2018 show that the 
proposed method achieves remarkable effect under the different con-
volutional neural network architecture. Even based on typical shallow 
convolutional neural network architectures such as ZF, our approach 
can make better performance than using deep convolutional neural 
network models only (like ResNet-101). Moreover, the convolutional 
neural network architecture applied in this paper achieve the re-
quirements of the automation and real-time, in which ResNet-50 +
RPSN + SSM can take less than 0.1 s to detect and count rice planthopper 
in one image. In addition, liveness detection which distinguish live and 
dead rice planthopper module can be developed to further improve the 
accuracy of our system. 

(a) low-density rice planthopper images 

(b) medium-density rice planthopper images 

(c) high-density rice planthopper images 

Fig. 12. Some typical examples in the rice planthopper detection.  

Table 3 
Comparison of counting results of different densities images based on threshold 
= 0.5/0.8 in RPSN.   

Numbers Precision Recall 

High-density images 28,608 82.79% (0.5) 92.48% (0.5) 
76.45% (0.8) 85.77% (0.8) 

Medium-density images 27,856 81.24% (0.5) 91.51% (0.5) 
76.23% (0.8) 85.79% (0.8) 

Low-density images 25,672 80.23% (0.5) 90.14% (0.5) 
76.43% (0.8) 85.40% (0.8) 

Average 27378.67 81.42% (0.5) 91.38% (0.5) 
76.37% (0.8) 85.65% (0.8)  

Table 4 
Detection time spent on different models.  

Methods Detection Time (s/image) 

Deep learning models proposed in this paper 0.05–0.15 
Human annotation More than 120  
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