
REAPER: ARTICULATED OBJECT 6D POSE ESTIMATION WITH DEEP
REINFORCEMENT LEARNING

Liu Liu1,† Qi Wu2 Zhendong Xue2 Sucheng Qian2 Rui Li3

1 Hefei University of Technology, Hefei 230601, China
2 Department of Computer Science, Shanghai Jiao Tong University, Shanghai, China

3 Institute of Intelligent Machines, and Hefei Institute of Physical Science,
Chinese Academy of Sciences, Hefei 230031, China

† Corresponding Author

ABSTRACT

Current articulated object pose estimation methods largely
rely on dense prediction for all the input observed point cloud
that suffers from huge computational costs and inference
time. Besides, self-occlusion is also becoming a key problem
that limits the pose estimation performance for those child
parts. To solve these issues, we propose a Reinforcement
learning based Articulation Pose EstimatoR (ReAPER),
which integrates RL into deep neural network for per-part
pose estimation. Specifically, we design the novel action
space that involves the object’s rotation and translation, as
well as a reward function considering chamfer distance dur-
ing pose fitting. To speed up the RL policy training, we
employ imitation learning for policy initialization. Finally,
we also introduce a new kinematic energy function to op-
timize the child parts’ poses. Experimental results show
that ReAPER could obtain state-of-the-art performance on
articulated object pose estimation task.

Index Terms— Reinforcement Learning, Articulation
Pose Estimation, Kinematic Optimization

1. INTRODUCTION

Accurate articulated object 6D pose perception can be bene-
ficial for many downstream tasks, such as robot manipulation
[1] and VR/AR [2]. Current 6D pose estimation methods for
articulated objects usually construct deep neural networks to
densely predict the corresponding points in canonical space
from observed point cloud [3, 4]. However, these dense pre-
diction methods require excessive computational consump-
tion. In addition, observed articulated objects may suffer from
the self-occlusion problem that limits the performance when
estimating the parts with small shapes.

Essentially, 6D pose estimation can be treated as a partial
point cloud registration task [5]. Thus, pose estimators can be
made to learn a trajectory that describes the procedure to fit
the source point cloud (full object in canonical space) into the

target point cloud (partial object observed in camera space).
Under this motivation, we propose a novel Reinforcement
learning based Articulation Pose EstimatoR (ReAPER) for
effective articulation pose estimation that adopts RL algo-
rithm to learn a partial point cloud registration trajectory and
estimate per-part 6D pose iteratively. During network train-
ing, we adopt a deep neural network [6, 7] to extract power-
ful enough feature representations of full object source point
cloud and partial object target point cloud. To train the RL
policy, we design the novel action space for controlling rota-
tion and translation, as well as a novel reward function that
considers chamfer distance [8] as a metric. Moreover, to
speed up the training, we propose imitation learning to ini-
tialize an accurate policy in a supervision manner [9].

Another problem is that we may not obtain enough points
for feature extraction when the small-shape parts are oc-
cluded under a special observation view. Here, we introduce
a kinematic energy function for child part pose optimiza-
tion. Specifically, our method is composed of two key steps:
firstly, we employ ReAPER architecture to estimate the root
part’s 6D pose. Next, after fitting the root part, we use the
kinematic energy function for child part pose optimization to
estimate the 6D poses for the child parts. In this way, we can
accurately compute and refine the 6D poses of the root and
child parts, also relieving the self-occlusion issue.

To sum up, the major contributions of this paper are
summarized as follows: (1) We design a novel architecture
ReAPER for articulation pose estimation with novel action
space and reward function. (2) We utilize imitation learning
as policy initialization. (3) A kinematic optimization function
is implemented to accurately compute the child parts’ 6D
poses. Experimental results show the effectiveness of our
ReAPER in the articulation pose estimation task.

2. RELATED WORK

Articulated Object Pose Estimation. Articulation estima-
tion has been studied for many years. In the robotics com-
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Fig. 1: Overview pipeline of ReAPER. There are three components in our method: policy initialization with imitation learning,
root part pose estimation with reinforcement learning and child part pose optimization.

munity, a large number of methods adopt interaction or video
observation to percept articulated objects [10, 11]. On the
other hand, Wang et al. propose A-NCSH that uses dense nor-
malized coordinates [3] to represent articulated objects and
models the shape deformation implicitly with segmentation
to obtain per-part pose [4]. To expand A-NCSH into the real-
world articulation estimation task, Liu et al. present the ex-
tension versions ReArtNet [12] and AKBNet [13] to solve
the real-world application problem. These methods adopt a
dense prediction strategy that might require a large optimiza-
tion complexity, and Xue et al. use ordered keypoints to ob-
tain sparse correspondence [14]. However, the approaches
above still cannot find a good trade-off between pose esti-
mation accuracy and inference time, and also suffer from the
self-occlusion problem. Thus, we propose ReAPER architec-
ture that firstly solves articulated object pose estimation task
by reinforcement learning technique.

Reinforcement Learning based Pose Estimation. There are
plenty of works that use reinforcement learning for computer
vision tasks, such as object detection [15] and point cloud
registration [16]. In contrast, a small number of works tar-
get at solving the object pose estimation problem. Shao et
al. employ deep RL to train a policy to move an object’s
pose and fit into RGB images [17]. Meanwhile, Busam et
al. also model pose estimation as an action decision process
[18]. These methods only consider rigid object pose but can-
not address the articulated object pose issue, which is more
challenging in the computer vision community. Referred by
[16] and [5], we are the first to integrate the RL technique into
solving articulated object pose estimation.

3. MATERIALS AND METHODS

ReAPER integrates RL and deep neural network for the artic-
ulation pose estimation task. In this section, we will discuss
three key components in our ReAPER architecture: policy
initialization, RL-based root part pose estimation, and child
part pose optimization. The overview pipeline of ReAPER is
illustrated in Fig. 1.

3.1. Policy Initialization with Imitation Learning

Training an RL agent for pose estimation from scratch may
suffer from the unstable and inefficient training procedure
as result of the slow convergence problem. To relieve this
issue and speed up the training procedure, we introduce an
imitation learning method for RL policy initialization. The
motivation is to learn a pose-fitting trajectory and imitate
the behavior of the pose estimation expert under the train-
ing labels of pose fitting in a supervision manner. In detail,
as shown in Fig. 2, given the source object point cloud P
and target partial point cloud P ′, we build a PointNet++
architecture [7] as feature extractor to process these two
point clouds and output the sequential pose fitting trajectory
S = {(R1, t1), (R2, t2), ..., (Rk, tk)}, where Ri indicates
the 3D rotation and ti indicates the 3D translation at the ith
step. This network can be adopted as the imitation learning
policy network. At the same time, since the ground truth
6D pose can be accessed in the training data, we can uni-
formly sample the ground truth sequential fitting trajectory
S′ = {(R′

1, t′1), (R′
2, t′2), ..., (R′

k, t′k)}. Finally, to train the
imitation learning policy network, we use cross-entropy loss
as training loss L:
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L(S, S′) = λrLr(R,R′) + λtLt(t, t′)

= λr

k∑
i=1

CE(Ri, R
′
i) + λt

k∑
i=1

CE(ti, t′i)
(1)

There are two components in this loss function where Lr mea-
sures the rotation error and Lt measures the translation error.
λr and λt are scale factors and are set to be 0.3 and 0.7 since
translation fitting policy is more difficult to converge.

Source Object 
Point Cloud

supervise

Target Partial 
Point Cloud

Imitation 
Learning 

Policy

supervise

supervise

supervise

supervise

Predicted Trajectory GT Trajectory

Fig. 2: The procedure of policy initialization via imitation
learning technique.

3.2. Root Part Pose Estimation with RL Agent

After imitation learning initialization, we can train the RL
agent for pose estimation. Due to the self-occlusion problem,
we use the RL mechanism to solve the root part pose estima-
tion task and then adopt child part pose optimization to obtain
the whole 6D pose for the input articulated object. Formally,
deep RL agent training consists of three components: state S,
action space A, and reward function R. In our ReAPER, the
state S is represented by the feature vector outputted from the
final layer of the PointNet++ architecture [7]. Given the state
S, we design 12 actions to build action space A, in which
6 actions indicate rotation directions (X-axis positive, X-axis
negative, Y-axis positive, Y-axis negative, Z-axis positive, Z-
axis negative) and the other 6 actions indicate translation di-
rections. The action space in our method is shown in Fig. 3.

A reasonable reward function takes the most essential part
in our RL-based pose estimator. In our work, we design the
reward function to consider the chamfer distance between the
current transformed source point cloud Pi at ith step and tar-
get point cloud P ′. Based on this motivation, the step-wise
reward function is defined as:

R(Si, S
′) =

{
η CD(Si,S ′) ≤ CD(Si−1,S ′)

−η CD(Si,S ′) ≥ CD(Si−1,S ′)
(2)

where η is set to 0.5. Si, Si−1 and S ′ indicate the states of
source point clouds at ith step, i− 1th step and target point

cloud. Based on this reward function, we define that steps re-
ducing chamfer distance are rewarded by η and ”stop” action
or steps increasing chamfer distance are penalized by −η. In
this way, we can train a RL agent to achieve root part pose
estimation.

A1

A2

A3

A4

A5

A6

A7

A8

A9

A10

A11

A12

Rotation Action Set
Action1 (A1): X-axis positive
Action2 (A2): X-axis negative
Action3 (A3): Y-axis positive
Action4 (A4): Y-axis negative
Action5 (A5): Z-axis positive
Action6 (A6): Z-axis negative

Translation Action Set
Action7 (A7): X-axis positive
Action8 (A8): X-axis negative
Action9 (A9): Y-axis positive
Action10 (A10): Y-axis negative
Action11 (A11): Z-axis positive
Action12 (A12): Z-axis negative

Fig. 3: The proposed action space for our ReAPER.

3.3. Child Part Pose Optimization

Within the RL agent we can obtain the root part pose esti-
mation result. However, when employing the RL method in
child part pose estimation, we might suffer from the ineffi-
cient training problem. This is because of the self-occlusion
that cause weak state representation of the child part point
cloud. To solve this issue, we introduce an optimization
method to refine the child part pose. In detail, we initialize
the kth child part pose with the the predicted root part pose
{R0, t0}. Next, given the joint information {uk,qk} that is
already defined in the source object point cloud, we build an
energy function based on the kinematic structure of the input
articulated object and optimize the kth child part pose:

Ek =
1

|N |
∑

x∈T (Pk,uk,qk,θk)

min
y∈P′

k

∥x− y∥2

+
1

|N ′|
∑
y∈P′

k

min
x∈T (Pk,uk,qk,θk)

∥y − x∥2
(3)

where T (Pk,uk,qk, θk) indicates a transformation function
that transforms source child part point cloud Pk around the
joint {uk,qk} by the state θk. The transformation function is
defined based on kinematic chain of articulation [4]. To ob-
tain the child part pose, we can optimize the energy function
to get the optimal joint state θ∗k. Finally, we can get the child
part pose {Rk, tk} by transforming the optimized joint state
θ∗k into the 6D pose format.

4. EXPERIMENTS

4.1. Experimental Settings

We use PointNet++ architecture [7] as the feature extractor,
in which the dimension of the final layer is set to be 2048. All
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Category Method
Per-part 6D Pose Joint State

Inference Time ↓
rotation error ↓ translation error ↓ error ↓

Eyeglasses

A-NCSH [4] 3.7◦, 5.1◦, 3.7◦ 0.035, 0.051, 0.057 4.1◦, 4.5◦ 11.9s
ReArtNet [12] 3.9◦, 5.6◦, 3.8◦ 0.031, 0.048, 0.055 4.2◦, 4.1◦ 13.8s
OMAD [14] 5.5◦, 4.5◦, 4.5◦ 0.062, 0.033, 0.034 3.9◦, 4.2◦ 2.5s

ReAPER (Ours) 3.3◦, 4.6◦, 4.8◦ 0.028, 0.031, 0.033 3.6◦, 4.2◦ 1.5s

Oven

A-NCSH [4] 1.1◦, 2.2◦ 0.033, 0.043 2.1◦ 6.6s
ReArtNet [12] 1.5◦, 2.5◦ 0.035, 0.052 3.0◦ 8.2s
OMAD [14] 3.6◦, 3.9◦ 0.056, 0.055 3.1◦ 1.6s

ReAPER (Ours) 1.6◦, 2.2◦ 0.046, 0.041 2.1◦ 0.9s

Washing
machine

A-NCSH [4] 1.0◦, 1.4◦ 0.045, 0.037 1.5◦ 6.8s
ReArtNet [12] 1.8◦, 2.3◦ 0.055, 0.051 2.8◦ 9.0s
OMAD [14] 2.8◦, 3.6◦ 0.068, 0.064 3.2◦ 1.8s

ReAPER (Ours) 0.9◦, 1.1◦ 0.032, 0.034 1.4◦ 0.9s

Laptop

A-NCSH [4] 6.7◦, 4.3◦ 0.062, 0.044 9.7◦ 9.0s
ReArtNet [12] 6.3◦, 5.5◦ 0.049, 0.051 9.4◦ 10.5s
OMAD [14] 9.6◦, 9.8◦ 0.061, 0.064 11.2◦ 1.6s

ReAPER 4.5◦, 6.0◦ 0.031, 0.042 9.9◦ 0.8s

Drawer

A-NCSH [4] 1.0◦, 1.1◦, 1.2◦, 1.5◦ 0.024, 0.021, 0.021, 0.033 0.011, 0.020, 0.030 16.5s
ReArtNet [12] 1.3◦, 1.0◦, 1.2◦, 1.3◦ 0.019, 0.023, 0.022, 0.027 0.010, 0.014, 0.015 17.5s
OMAD [14] 4.0◦, 4.0◦, 4.0◦, 4.0◦ 0.020, 0.027, 0.029, 0.026 0.009, 0.015, 0.016 1.9s

ReAPER (Ours) 1.1◦, 1.5◦, 1.4◦, 1.3◦ 0.016, 0.023, 0.023, 0.025 0.010, 0.011, 0.015 2.2s

Table 1: Comparison with state-of-the-arts on PartNet-Mobility dataset. ↓ means the lower the better.

Category Method
Per-part 6D Pose

rotation error ↓ translation error ↓

Laptop
OMAD [14] 5.4◦, 4.3◦ 0.062, 0.061

ReAPER (Ours) 2.8◦, 3.1◦ 0.042, 0.039

Eyeglasses
OMAD [14] 4.9◦, 7.5◦, 7.5◦ 0.062, 0.103, 0.104

ReAPER (Ours) 2.9◦, 3.6◦, 3.5◦ 0.046, 0.061, 0.060

Dishwasher
OMAD [14] 6.0◦, 6.2◦ 0.104, 0.142

ReAPER (Ours) 2.8◦, 2.9◦ 0.054, 0.067

Scissors
OMAD [14] 3.9◦, 3.4◦ 0.048, 0.039

ReAPER (Ours) 2.5◦, 3.1◦ 0.034, 0.036

Drawer
OMAD [14] 4.4◦, 4.4◦, 4.4◦, 4.4◦ 0.111, 0.144, 0.143, 0.115

ReAPER 2.8◦, 3.3◦, 3.6◦, 3.4◦ 0.084, 0.103, 0.101, 0.105

Table 2: Comparison with state-of-the-arts on ArtImage
dataset. ↓ means the lower the better.

the experiments are conducted on two popular synthetic ar-
ticulated object datasets, PartNet-Mobility [19] and ArtImage
[14]. We train our ReAPER agent using Adam and a batch
size of 32. Experimental results are reported with rotation,
translation and joint state error.

4.2. Experiments on PartNet-Mobility

Table 1 shows the performance of different methods on the
articulated object pose estimation task. We can see that
our ReAPER achieves state-of-the-art performance on the
PartNet-Mobility dataset, which proves the effectiveness of
our reinforcement learning based estimator. On some cate-
gories such as Oven and Washingmachine, our method can
obtain 1.6◦, 2.2◦, 0.9◦ and 1.1◦ on rotation estimation with
only 0.9s testing. Compared to one of the popular meth-
ods OMAD, our ReAPER surpasses it by a large margin on
not only pose estimation error but also inference time. This
can be explained by that reinforcement learning largely save
computational consumption compared with the optimization
based methods. It is worth noting that ReAPER can also
obtain a comparable performance with A-NCSH, which is a

dense prediction method.

4.3. Experiments on ArtImage

We also report the results of our ReAPER on the ArtImage
dataset in Table 2. As can be observed, our method largely
outperforms OMAD in all the categories. For example, we
achieve 2.8◦ and 3.1◦ rotation error on Laptop, which are 2.6◦
and 1.2◦ higher than the baseline method OMAD. In addition,
on child part poses estimation, ReAPER can achieve 3.6◦ and
3.5◦ on two child parts of Eyeglasses, which is dymatically
better than OMAD. This indicates that ReAPER could ad-
dress the self-occlusion problem in the articulation pose esti-
mation task.

5. CONCLUSION

In this work, we propose a reinforcement learning based ar-
ticulated object pose estimation method ReAPER, which in-
tegrates the advantage of reinforcement learning into point
cloud processing to achieve promising pose estimation per-
formance. In our method, we propose a novel RL architec-
ture to train a partial and object point cloud fitting agent for
articulation pose estimation with our designed action space
and reward function. To speed up the training procedure, we
adopt imitation learning as policy initialization. In addition,
to further relieve the influence of the self-occlusion problem,
we introduce an optimization energy function to refine the
child part pose. Experiments demonstrate that our ReAPER
achieves promising results on the articulated object pose esti-
mation task.
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